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EXECUTIVE SUMMARY 

 

The purpose of the research presented is to provide the benefit of the full performance-

based probabilistic earthquake hazard analysis using Cone Penetration Test (CPT) data, without 

requiring special software, training, and experience. To do this, full performance-based 

probabilistic procedures were created to calculate liquefaction triggering, liquefaction-induced 

settlements, and liquefaction-induced lateral spread based on CPT data. These new procedures 

were used in Phase 2 of this research. This final report volume provides a review of all work 

completed throughout Phase 1, addressing Tasks 1 through 4 of the pooled fund study TPF-5(338) 

research contract.  

The focus of Tasks 1 through 4 was the development of a performance-based earthquake 

engineering (PBEE) liquefaction hazard analysis procedure for the CPT and an analysis tool, 

CPTLiquefY, to simplify extensive probabilistic calculations. Two PBEE liquefaction hazard 

analysis procedures were developed by using the Robertson and Wride (1998, 2009), and Idriss 

and Boulanger (2014) CPT liquefaction triggering models. The Ku et al. (2012) probabilistic 

version of the Robertson and Wride model was also used. Liquefaction-induced settlements and 

lateral spreading PBEE procedures were developed using the Juang et al. (2013) and Zhang et al. 

(2004) CPT methods, respectively.  

These new PBEE procedures were tested and compared to conventional methods by 

performing liquefaction hazard analyses for 20 CPT profiles at 10 cities of varying levels of 

seismicity. The analysis of liquefaction triggering models appears to show that in general the new 

Boulanger and Idriss full-probabilistic procedure will give more conservative results than the Ku 

et al. full-probabilistic procedure. The results indicated similar trends between the liquefaction-

induced settlements and lateral spreading. The data suggests for a low return period, the pseudo-

probabilistic settlement and lateral spread values correlated fairly well with full-probabilistic 

values. However, at medium to high return periods, this correlation deteriorated and showed 

pseudo-probabilistic methods under-predicting settlements and lateral spreading significantly.  

With all data collected and analyzed, Tasks 1 through  4 of the TPF-5(338) research 

contract have been completed. The second phase of this research project is the development of 
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simplified procedures and reference parameter maps, as presented in the Phase 2 final report 

volume.  
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1.0 INTRODUCTION 

1.1  Problem Statement 

The purpose of the research presented is to provide the benefit of the full performance-

based probabilistic earthquake hazard analysis using Cone Penetration Test (CPT) data, without 

requiring special software, training, and experience. This research is comprised of two phases, 

with the results of Phase 1 being presented in this final report volume and Phase 2 being presented 

in a separate final report volume. The purpose of Phase 1 (Tasks 1-4) is to develop software that 

calculates a full performance-based probabilistic earthquake hazard analysis, to determine 

liquefaction triggering, lateral spread displacements, and post-liquefaction free-field settlements. 

To do this, equations and relationships derived from empirical models are used to determine the 

soil characteristics from a CPT as well as determine the behavior of the given soil during and after 

a seismic event. This is all accomplished using code written in Visual C++ to automate these 

procedures. 

It is noted that a related study was performed previously for Standard Penetration Test 

(SPT) data by some of the same authors of this study. More information on the SPT-based study 

is available under the TPF-5(296) pooled fund study on the pooledfund.org website, from the Utah 

Department of Transportation Research & Innovation Division, or from the current study authors. 

1.2 Objectives 

The objective of this report is to detail the development of the research tool CPTLiquefY 

The main research steps addressed in this report include:  

• Develop the research tool, CPTLiquefY, to calculate full performance-based 

probabilistic earthquake hazard analyses 

• Introduce the original models used to determine liquefaction hazards (i.e. liquefaction 

triggering, lateral spread displacement, and post-liquefaction settlement) and provide 

derivations of the simplified methods 
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• Present the results of a comparison between conventional and full-probabilistic 

procedures.  

These steps specifically address Tasks 1 through 4 of the pooled fund study TPF-5(338) 

research contract. 

1.3  Scope 

This report is organized to include the following sections: 

● Introduction 

● Liquefaction Triggering Evaluation Using the CPT: Empirical Models Used for 

Liquefaction Hazards, and Integration of Models into Software 

● CPTLiquefY: Development of CPTLiquefY, and Integration of New USGS 

Deaggregation Tool 

● Methodology and Results: Methodology for Running Analyses; and Results of 

CPTLiquefY for Liquefaction Triggering, Settlement, and Lateral Spread 

● Sensitivity Analysis: Thin Layer Correction and Depth Weighting Factor 

● Conclusions 

● References 

● Appendix A: Lateral Spread Comparisons 
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2.0 LIQUEFACTION TRIGGERING EVALUATION USING THE CPT 

2.1  Overview 

This section describes the CPT-based procedure for evaluating liquefaction triggering, 

liquefaction-induced settlement, and lateral spread displacement. These procedures and models 

were used to develop CPTLiquefY and the simplified procedures. 

2.2 Liquefaction Triggering Evaluation  

This section will provide the necessary background to understand the liquefaction 

triggering procedure. A brief discussion regarding empirical liquefaction triggering models will 

be provided, followed by a discussion of performance-based implementation of those models. 

 Empirical Liquefaction Triggering Models 

When dealing with liquefaction hazard evaluation, most professionals rely upon site-

specific liquefaction triggering assessment for use in design. One of the most widely used methods 

of assessment in engineering practice today is the simplified empirical procedure (Seed (1979); 

Seed and Idriss (1971): Seed and Idriss (1982); Seed et al. (1985)). According to this simplified 

procedure, liquefaction triggering is evaluated by comparing the seismic loading of the soil to the 

soil’s resistance to liquefaction triggering. Seismic loading is typically characterized using a cyclic 

stress ratio, CSR, which is computed as:  

max0.65
cyc v

d

v v

a
CSR r

g

 

 
= =

 
                (1) 

where cyc  is the equivalent uniform cyclic shear stress, v   is the effective vertical stress in the 

soil, maxa
g

 is the peak ground surface acceleration as a fraction of gravity, v  is the total vertical 

stress in the soil, and dr  is a shear stress reduction coefficient. 
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Soil resistance to liquefaction triggering is characterized by performing some in-situ soil 

test (e.g., cone penetration resistance, standard penetration resistance, shear wave velocity, etc.) 

and comparing its results to those from documented case histories of liquefaction triggering. Based 

on observation and/or statistical regression, a function for the in-situ test can be delineated that 

separates the “liquefaction” case histories from the “non-liquefaction” case histories. This 

delineated boundary is referred to as the cyclic resistance ratio, CRR, and represents the unique 

combinations of CSR and in-situ soil resistance values at which liquefaction triggers (Figure 2-1). 

 

 

Figure 2-1: Example development of the CRR line. 

    

Engineers and geologists commonly quantify liquefaction triggering using a factor of 

safety against liquefaction triggering, LFS . This parameter is calculated as: 

 

Resistance

Loading
L

CRR
FS

CSR
= =                            (2) 
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 Robertson and Wride (1998, 2009) Procedure 

Until recent years, most liquefaction assessments for the CPT were calculated based on 

CPT to SPT correlations, but the increased usage of the CPT initiated an increase of CPT 

assessment methods. One of the most widely used CPT liquefaction triggering procedures is 

Robertson and Wride (1998), which was updated to the Robertson and Wride (2009) procedure. 

This procedure uses all of the available CPT data variables [cone tip resistance (qc), sleeve friction 

(fs), pore pressure (u), and depth] to calculate a corrected normalized equivalent clean sand CPT 

penetration resistance, Qtncs [e.g. (qc1N)cs], based on correlations from case history data. Robertson 

and Wride used these Qtncs values to develop a deterministic CRR curve, which represents a 

boundary between cases that are expected to liquefy and those which are not expected to liquefy 

(Figure 2-2). 

 

 

Once the CRR is defined, it is then possible to make a prediction of liquefaction triggering 

by plotting the CPT resistance and the CSR calculated at a depth of interest for a certain earthquake 

event.  If the point plots above the CRR curve it is expected that the factor of safety against 

liquefaction (FSL) will be less than 1 and thus expected to liquefy.  Conversely, if the point plots 

below the curve, FSL will be greater than 1 and liquefaction will not be anticipated to occur.     

0
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Figure 2-2: Robertson and Wride (2009) liquefaction triggering curve with case history 

data points. 

 



   8 

 

To obtain a CRR, Qtncs must be calculated. To calculate the Qtncs, the Robertson and Wride 

method is an iterative process. To start an initial stress exponent, n, is calculated using: 

 

𝑛 = 0.381(𝐼𝑐) + 0.05 (
𝜎′𝑣𝑜
𝑃𝑜
) − 0.15 (3) 

  

where Ic is the soil behavior index. The soil behavior index is an indicator of how much a soil will 

behave like a fine-grained soil compared to a coarse-grained material. Robertson (1990) found a 

correlation for the Ic from the qc and fs. This relationship can be summarized with the soil behavior 

chart (Jefferies & Davies, 1993; Robertson, 1990) shown in Figure 2-3. 

 

 

Ic cannot be calculated directly, so an initial seed Ic value is used to start the iterative 

process. Using this seed value, n is calculated from Equation (3) and then used to calculate the 

overburden stress correction factor, CN as: 

 

Figure 2-3: Normalized CPT soil behavior type chart (after Robertson, 1990). Soil types: 

1, sensitive, fine grained; 2, peats; 3, silty clay to clay; 4, clayey silt to silty clay; 5, silty 

sand to sandy silt; 6, clean sand to silty sand; 7, gravelly sand to dense sand; 8, very stiff 

sand to clayey sand; 9, very stiff, fine grained. 
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𝐶𝑁 = (
𝑃𝑎
𝜎𝑣𝑜

)
𝑛

< 2.0 (4) 

  

The Ic value is then calculated as: 

 

 

𝐼𝑐 = [(3.47 − log(𝑄))2 + (log(𝐹𝑟) + 1.22)
2]0.5 (5) 

  

where 

 

𝑄 = [ 
𝑞𝑡 − 𝜎𝑣𝑜
𝑃𝑎

] ∗ 𝐶𝑁 (6) 

  

and 

 

𝐹𝑟 =
𝑓𝑠

(𝑞𝑡 − 𝜎𝑣𝑜)
∗ 100 (7) 

 

 

Using the newly calculated Ic, from Equation (5), n is recalculated using Equation (3). This 

process is repeated until the change in n (Δn) is less than 0.01. Once Δn < 0.01, all current 

calculated values of Q, Fr, and Ic are used to calculate Qtn,cs, which is calculated using:  

 

𝑄𝑡𝑛,𝑐𝑠 = 𝐾𝑐 ∗ 𝑄𝑡𝑛 (8) 

 

where Kc is calculated using:  

 

𝐾𝑐 = {

𝐾𝑐 = 1.0                                                                                𝑖𝑓 𝐼𝑐 ≤ 1.64

𝐾𝑐 = 5.58𝐼𝑐
3 − 0.403𝐼𝑐

4 − 21.63𝐼𝑐
2 + 33.75𝐼𝑐 − 17.88      𝑖𝑓 1.64 < 𝐼𝑐 < 2.60

𝐾𝑐 = 6 ∗ 10
−7(𝐼𝑐)

16.76                                                                   𝑖𝑓 2.50 < 𝐼𝑐 < 2.70

 (9) 
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CRR is calculated using: 

 

However, Equation (10) is only valid if Ic <2.70. If Ic ≥ 2.70, then Kc is not used and CRR 

is calculated as: 

This CRR value is then used to calculate the factor of safety against liquefaction. A summary 

flowchart of the Robertson and Wride (2009) procedure for computing CRR is presented in Figure 

2-4. 

 

 

 

 

𝐶𝑅𝑅7.5 = 93 [
𝑄𝑡𝑛,𝑐𝑠
1000

]
3

+ 0.08 
(10) 

𝐶𝑅𝑅7.5 = 0.053 ∗ 𝑄𝑡𝑛,𝑐𝑠 (11) 
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Robertson and Wride presents a procedure to calculate the CSR. Robertson and Wride 

utilizes Equation (1) to calculate the CSR, but calculates the MSF, rd, and Kσ factors uniquely. 

Many values for MSF have been suggested by various researchers (Seed and Idriss, 1982; 

Figure 2-4: Summary of the Robertson and Wride (2009) CRR procedure. 
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Ambraseys, 1988), however, the Robertson and Wride method uses the lower-bound equation 

values suggested by Youd et al. (2001): 

 

 

 

where 𝑀𝑤 is the moment magnitude of the earthquake loading.  The value rd is a depth-dependent 

shear stress reduction factor. The Robertson and Wride procedure calculates the rd, based on the 

work of Liao and Whitman (1986), Robertson and Wride (1998), and Seed and Idriss (1971), as: 

 

 

where z is the depth of interest in meters. Finally, to calculate the Kσ, Robertson and Wride utilizes 

the procedure from Idriss et al. (2001): 

 

 

where 𝜎𝑣𝑜
′ is the effective overburden pressure, 𝑃𝑎 is atmospheric pressure in the same units and 

𝑓 is an exponent that is a function of site conditions.  After CRR and CSR are calculated FSL can 

be computed using Equation (2). 

 Ku et al. (2012) Procedure [Probabilistic Version of Robertson and Wride Method] 

Because of the increased usage and popularity of the Robertson and Wride (2009) 

liquefaction triggering procedure, the need for a probabilistic version of this method was needed. 

Ku et al. (2012) developed a probabilistic model of the Robertson and Wride (2009) method 

through statistical analysis of the liquefaction triggering case histories. The goal of this new model 

𝑀𝑆𝐹 =
102.24

𝑀𝑤
2.56 (12) 

𝑟𝑑 = {

1.0 − 0.00765𝑧                  𝑓𝑜𝑟 𝑧 ≤ 9.15𝑚
1.174 − 0.0267𝑧      𝑓𝑜𝑟 9.15𝑚 < 𝑧 ≤ 23𝑚
0.744 − 0.008𝑧             𝑓𝑜𝑟 23𝑚 < 𝑧 ≤ 30𝑚

0.5                                 𝑓𝑜𝑟 𝑧 > 30𝑚

 (13) 

𝐾𝜎 = (
𝜎𝑣𝑜

′

𝑃𝑎
) (𝑓−1) (14) 
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was to create a probabilistic method that could be easily integrated into current reliability or 

performance-based design practices. 

Ku et al. developed a function to relate FSL (from the Robertson and Wride method) to a 

probability of liquefaction PL. This function was intended to provide a smooth transition of 

integrating a probabilistic method into current design methods. By using the Bayesian statistical 

analysis of a case history database and the principle of maximum likelihood, Ku et al. developed 

the following relationship: 

 

 

where  Φ is the standard normal cumulative distribution function, and 𝜎𝑇 is the total uncertainty 

and is equal to 0.3537. This relationship between FSL and PL can be viewed visually in Figure 2-5. 

The curve indicated by the “RW” represents the Robertson and Wride (2009) deterministic 

triggering curve. 

 

 

𝑃𝐿 = 1 − Φ[
0.102 + ln(𝐹𝑆𝐿)

𝜎𝑇
 ] (15) 

Figure 2-5: CRR liquefaction triggering curves based on PL. 
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 Boulanger and Idriss (2014) Procedure 

The Boulanger and Idriss (2014) procedure calculates the qc1Ncs differently than the 

Robertson and Wride (2009) procedure, which results in a different calculated CRR value. 

Boulanger and Idriss gathered together a database of old and recent (up through 2011) earthquake 

data. Using this database, Boulanger and Idriss created a new correlation between CPT data and 

the CRR for an earthquake.  

Just like the Robertson and Wride method, the Boulanger and Idriss method requires an 

iterative calculation for qc1Ncs. The method starts by correcting for overburden pressure as: 

 

where 𝑞𝑐 is CPT cone tip resistance, 𝑃𝑎is atmospheric pressure, and 𝐶𝑁is the overburden correction 

factor calculated as: 

where 𝜎′𝑣is the vertical effective stress and 𝑚 is calculated as: 

 

 

and where 𝑞𝑐1𝑁𝑐𝑠 is limited to values between 21 and 254. To start the iteration, an initial seed 

value of 𝑞𝑐1𝑁𝑐𝑠 is specified, and Equations (16) through (18) are iteratively repeated until the 

change in 𝑞𝑐1𝑁𝑐𝑠 is less than 0.5. Throughout the iterative process, the normalized clean-sand cone 

tip resistance (𝑞𝑐1𝑁𝑐𝑠) value is calculated as:  

 

 

where ∆𝑞𝑐1𝑁 is the fines content adjustment factor, ∆𝑞𝑐1𝑁 is calculated as: 

 

𝑞𝑐1𝑁 = 𝐶𝑁
𝑞𝑐
𝑃𝑎

 (16) 

𝐶𝑁 = (
𝑃𝑎
𝜎′𝑣

)
𝑚

≤ 1.7 (17) 

  

𝑚 = 1.338 − 0.249(𝑞𝑐1𝑁𝑐𝑠)
0.264 (18) 

𝑞𝑐1𝑁𝑐𝑠 = 𝑞𝑐1𝑁 + ∆𝑞𝑐1𝑁 (19) 
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where FC is the percentage of fines within the soil. To obtain FC from the CPT, Idriss and 

Boulanger suggest using the FC and Ic correlation from the Robertson and Wride (2009) procedure. 

However, Idriss and Boulanger suggest approaching this relationship with caution due to the data 

scatter. Idriss and Boulanger suggest calculating FC as: 

 

 

where 𝐼𝑐 is the soil behavior type index calculated from the Robertson and Wride procedure, and 

𝐶𝐹𝐶 is a regression fitting parameter that can be used to minimize uncertainty when site-specific 

fines content data is available. Figure 2-6 is a plot of the relationship between FC and Ic along with 

the associated data scatter. 

 

∆𝑞𝑐1𝑁 = (11.9 +
𝑞𝑐1𝑁
14.6

) exp(1.63 −
9.7

𝐹𝐶 + 2
− (

15.7

𝐹𝐶 + 0.01
)
2

) (20) 

𝐹𝐶 = 80(𝐼𝑐 + 𝐶𝐹𝐶) − 137 

0% ≤ 𝐹𝐶 ≤ 100% 
(21) 

Figure 2-6: Recommended correlation between Ic and FC with plus 

or minus one standard deviation against the dataset by Suzuki et al. 

(1998) (after Idriss and Boulanger, 2014). 
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After the iteration has been completed to the desired level of accuracy, the CRR is then calculated. 

For the Boulanger and Idriss method, the CRR is calculated as: 

 

 

Boulanger and Idriss (2014) presents a procedure to calculate the CSR. Boulanger and 

Idriss (2014) utilizes Equation (2), just as the Robertson and Wride (2009) procedure, but 

implements different methods to calculate the MSF, rd, and Kσ. Boulanger and Idriss (2014) 

developed a relationship to calculate the MSF by combining past MSF relationships (Idriss, 1999; 

Boulanger and Idriss, 2008). This new MSF relationship is calculated as: 

 

 

where M is the moment magnitude of the scenario earthquake and 𝑞𝑐1𝑁𝑐𝑠 is the corrected cone tip 

resistance for the Boulanger and Idriss (2014) method. This new relationship allows for soil 

characteristics to be represented by CPT cone tip resistance and was found to improve the degree 

of fit between CPT-based liquefaction triggering correlation and their respective history databases 

(Boulanger and Idriss, 2014). 

The Boulanger and Idriss (2014) procedure calculates rd by using the equations of 

Golesorkhi (1989): 

 

𝐶𝑅𝑅𝑀=7.5,𝜎′𝑣𝑜=1𝑎𝑡𝑚 = exp (
𝑞𝑐1𝑁𝑐𝑠
113

+ (
𝑞𝑐1𝑁𝑐𝑠
1000

)
2

− (
𝑞𝑐1𝑁𝑐𝑠
140

)
3

+ (
𝑞𝑐1𝑁𝑐𝑠
137

)
4

− 2.8) (22) 

𝑀𝑆𝐹 = 1 + (𝑀𝑆𝐹𝑚𝑎𝑥 − 1) (8.64 exp (
−𝑀

4
) − 1.325) (23) 

𝑀𝑆𝐹𝑚𝑎𝑥 = 1.09 + (
𝑞𝑐1𝑁𝑐𝑠
180

)
3

≤ 2.2 (24) 

𝑟𝑑 = exp [𝛼(𝑧) + 𝛽(𝑧) ∗ 𝑀] (25) 

𝛼(𝑧) = −1.012 − 1.126 sin (
𝑧

11.73
+ 5.133) (26) 

𝛽(𝑧) = 0.106 + 0.118 sin (
𝑧

11.28
+ 5.142) (27) 
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where z is the depth below the ground surface in meters, M is the moment magnitude of the 

scenario earthquake, and the arguments within the trigonometric functions are in radians.  

The Kσ factor in the Boulanger and Idriss method is calculated using the procedure 

developed by Boulanger (2003): 

 

 

where 𝜎′𝑣is the vertical overburden pressure, 𝑃𝑎is a reference pressure equal to 1 atm, and 𝑞𝑐1𝑁𝑐𝑠 

is the corrected cone tip resistance for the Idriss and Boulanger method.  

Finally, with the calculated CSR and CRR values the liquefaction triggering model is 

applicable to wide ranges of CPT resistance values. The liquefaction triggering curve, for the Idriss 

and Boulanger deterministic model, is presented in Figure 2-7. The CRR lines for both Boulanger 

and Idriss studies (2008 and 2014) are shown.  

 

 

𝑘𝜎 = 1 − 𝐶𝜎 ln (
𝜎′𝑣
𝑃𝑎
) ≤ 1.1 (28) 

𝐶𝜎 =
1

37.3 − 8.27(𝑞𝑐1𝑁𝑐𝑠)0.264
≤ 0.3 (29) 

Figure 2-7: CRR curves and liquefaction curves for the deterministic case 

history database (after Boulanger and Idriss, 2014). 
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 PBEE Liquefaction Triggering Procedures 

The PBEE framework was used to develop a PBEE liquefaction triggering procedure for the 

CPT. To apply a performance-based procedure to the liquefaction triggering calculations, FSL 

hazard curves are developed using the Kramer and Mayfield (2007) PBEE approach. This 

approach utilizes the PBEE framework by assigning the joint occurrence of Mw and amax as an 

intensity measure and the FSL as the engineering demand parameter. Engineers are more interested 

in when FSL is expected to not exceed a certain value because FSL, unlike other EDPs, is more 

favorable the larger it is. This equation of non-exceedance is presented as: 

 

 

where Λ𝐹𝑆∗𝐿 is the mean annual rate of not exceeding some given value of factor of safety (𝐹𝑆∗𝐿), 

𝑁𝑀 and 𝑁𝑎𝑚𝑎𝑥are the number of magnitude and amax increments into which the hazard space is 

subdivided, and ∆𝜆𝑎𝑚𝑎𝑥,𝑖,𝑚𝑗
 is the incremental mean annual rate of exceedance for intensity 

measures 𝑎𝑚𝑎𝑥,𝑖 and 𝑚𝑗.  

Kramer and Mayfield also related performance-based methodology with in-situ soil 

resistance by using the term Nreq, which represents the SPT resistance required to prevent 

liquefaction. In other words, Nreq is the number of blow counts required to prevent liquefaction or 

the condition of FSL = 1. To apply this to the CPT qreq (i.e., the required tip resistance) can be used. 

Following the work of Kramer and Mayfield an expression for the mean annual rate of exceedance 

of the value q*
req at a depth of interest can be defined as: 

 

where  

 

Λ𝐹𝑆∗𝐿 =∑ ∑ 𝑃[𝐹𝑆𝐿 < 𝐹𝑆∗𝐿|𝑎𝑚𝑎𝑥,𝑖, 𝑚𝑗]∆𝜆𝑎𝑚𝑎𝑥,𝑖,𝑚𝑗

𝑁𝑎𝑚𝑎𝑥

𝑖=1

𝑁𝑀

𝑗=1

 (30) 

𝜆𝑞∗𝑟𝑒𝑞 =∑ ∑ 𝑃[𝑞𝑟𝑒𝑞 > 𝑞∗
𝑟𝑒𝑞
|𝑎𝑚𝑎𝑥,𝑖 , 𝑚𝑗]∆𝜆𝑎𝑚𝑎𝑥,𝑖,𝑚𝑗

𝑁𝑎𝑚𝑎𝑥

𝑖=1

𝑁𝑀

𝑗=1

 (31) 

𝑃 [𝑞𝑟𝑒𝑞 > 𝑞∗
𝑟𝑒𝑞
|𝑎𝑚𝑎𝑥,𝑖, 𝑚𝑗] =  𝑃𝐿(𝑞

∗
𝑟𝑒𝑞
) (32) 
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Each of the two triggering procedures calculate Equation (32) differently. The Robertson 

and Wride (2009) PL can be calculated as: 

 

 

where 𝜎𝑡𝑜𝑡𝑎𝑙 is the parameter of total uncertainty and is equal to 0.3537. The 𝐶𝑅𝑅 and 𝐶𝑆𝑅 are 

calculated according to Equations (3) through (14), but the input Qtn,cs is replaced with q*
req. For 

the Boulanger and Idriss (2014) procedure, the PL is calculated as: 

 

 

where 𝜎total is the parameter of total uncertainty and is equal to 0.506, 𝑞∗
𝑐1𝑁𝑐𝑠

 is equal to 𝑞∗
𝑟𝑒𝑞

, 

and the 𝐶𝑆𝑅𝑀=7.5,𝜎′𝑣=1𝑎𝑡𝑚 is calculated using Equation (1). 

Equation (31) is repeated for a range of q*
req (1 to 250) for each triggering method and for 

every soil layer. These calculations result in a range of probabilities of exceedance (λ) 

corresponding to qreq values. This process develops a qreq hazard curve. Because FSL and ΔNL 

essentially provide the same information, Kramer and Mayfield (2007) provides a useful 

conversion between the two: 

 

 

This conversion may be applied to CPT data by using: 

 

 

 𝑃𝐿 = 1 − 𝛷 [
0.102 + ln (

𝐶𝑅𝑅
𝐶𝑆𝑅)

𝜎𝑡𝑜𝑡𝑎𝑙
] (33) 

𝑃𝐿 = 𝛷

[
 
 
 
 

−
(
𝑞∗
𝑐1𝑁𝑐𝑠
113

) + (
𝑞∗
𝑐1𝑁𝑐𝑠
1000

)
2

− (
𝑞∗
𝑐1𝑁𝑐𝑠
140

)
3

+ (
𝑞∗
𝑐1𝑁𝑐𝑠
137

)
4

− 2.60 − ln(𝐶𝑆𝑅𝑀=7.5,𝜎′𝑣=1𝑎𝑡𝑚) 

𝜎total
]
 
 
 
 

 (34) 

𝐹𝑆𝐿
𝑠𝑖𝑡𝑒 =

𝐶𝑅𝑅

𝐶𝑆𝑅
=
𝐶𝑅𝑅 (𝑁𝑠𝑖𝑡𝑒)

𝐶𝑅𝑅 (𝑁𝑟𝑒𝑞
𝑠𝑖𝑡𝑒)

 (35) 

𝐹𝑆𝐿
𝑠𝑖𝑡𝑒 =

𝐶𝑅𝑅

𝐶𝑆𝑅
=
𝐶𝑅𝑅 (𝑞𝑠𝑖𝑡𝑒)

𝐶𝑅𝑅 (𝑞𝑟𝑒𝑞
𝑠𝑖𝑡𝑒)

 (36) 
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where 𝑞𝑠𝑖𝑡𝑒 is the measured corrected clean-sand equivalent CPT cone-tip resistance, and 𝑞𝑟𝑒𝑞
𝑠𝑖𝑡𝑒 is 

the computed corrected clean-sand equivalent CPT cone-tip resistance required to resist 

liquefaction at the site of interest. By using Equations (35) and (36), the qreq hazard curves are 

converted to FSL hazard curves. When qreq is converted to FSL the value 𝜆𝑞∗𝑟𝑒𝑞  is automatically 

converted to an annual rate of non-exceedance of FSL (𝛬𝐹𝑆∗𝐿). 

 These calculations complete the process of creating an FSL hazard curve for one soil layer. 

This process is repeated for each soil layer so that an FSL hazard curve exists for each soil layer 

and for each triggering method. An example FSL hazard curve for one soil layer is presented in 

(Figure 2-8). 

 

2.3 Liquefaction-Induced Settlement Evaluation 

This section describes various methods and procedures to calculate liquefaction induced 

volumetric strains and subsequently vertical settlements in liquefied soils. To calculate a soil 

layer’s vertical settlement, caused by liquefaction, volumetric strains are calculated and multiplied 

by soil layer thickness. The Ishihara and Yoshimine (1992) deterministic settlement calculation 

Figure 2-8: Example FSL curve from one soil layer at a depth of 6m of a CPT 

profile calculated at Eureka, CA. 
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method will be addressed, as well as the Juang et al. (2013) probabilistic method will be addressed. 

Finally, the performance-based approach will be discussed. 

 Liquefaction-Induced Settlement Ishihara and Yoshimine (1992) Procedure 

Ishihara and Yoshimine (1992) produced a deterministic method to calculate the 

volumetric strains in liquefiable soils based on CPT input data. First, a factor of safety against 

liquefaction (FSL) is obtained for each layer. A relative density is also calculated for each layer, 

using: 

 

                                                     
'

  85 76log c
R

v

q
D


=− +                    (37) 

 

where qc is the cone tip resistance and σ’v is the vertical effective stress. Using FSL, maximum 

shear strain (γmax), and calculated DR for each layer, Ishihara and Yoshimine (1992) developed a 

relationship between the calculated values and volumetric strain. Curves were developed to display 

this relationship, as seen in Figure 2-9. 
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Figure 2-9 The relationship between FSL, γmax, and DR as presented by Ishihara and 

Yoshimine (1992). 

 

Using the developed curves, volumetric strain can be determined for each soil layer. Each 

layer’s volumetric strain is multiplied by the layer’s thickness, resulting in the vertical 

liquefaction-induced settlement (Sp) of each layer. Finally, each layer’s settlement is summed 

together to calculate the predicted total ground surface settlement, using the following equation: 

 

                                              
1

N

p v i

i

S Z
=

=             (38)  
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Where εv is volumetric strain for the ith layer, N is number of layers, and ΔZi is the ith layer’s 

thickness. 

 Liquefaction-Induced Settlement Juang et al. (2013) Procedure 

The Juang et al. (2013) procedure calculates liquefaction-induced settlements by applying 

a probabilistic approach to the deterministic Ishihara and Yoshimine (1992) method. The 

procedure also uses Equation (38) to calculate predicted vertical settlements, but adds probabilistic 

parameters by using the following equation: 

 

                                    
1

N

p v i i

i

S M Z IND
=

=                         (39) 

 

where εv is volumetric strain for the ith layer, N is the number of layers, M represents a 

multiplicative model bias, INDi  represents an indicator of liquefaction occurring, and ΔZi is layer 

thickness for the ith layer. Volumetric strain is calculated by using a curve-fitted equation based on 

the Ishihara and Yoshimine (1992) curves (Figure 2-9), shown below: 

 

𝜀𝑣 (%) =  

{
  
 

  
 

0                                                                                   𝑖𝑓 𝐹𝑆 ≥ 2

min{
𝑎𝑜 +  𝑎1ln (𝑞)

1
(2 − 𝐹𝑆)⁄  −  [𝑎2 +  𝑎3ln (𝑞)]

,  𝑏0 + 𝑏1 ln(𝑞) +  𝑏2ln (𝑞)
2}      𝑖𝑓 2 −  

1

𝑎2 + 𝑎3 ln(𝑞)
 < 𝐹𝑆 < 2

𝑏0 + 𝑏1 ln(𝑞) +  𝑏2ln (𝑞)
2                                                                     𝑖𝑓 𝐹𝑆 ≤ 2 −  

1

𝑎2 + 𝑎3 ln(𝑞)

 (40) 

 

 

The multiplicative model bias is calculated by calibrating their model back to the case 

histories’ data by matching means. Juang et al. (2013) presents the INDi variable as probability of 

liquefaction (PL) and is calculated by using Equation (41). 

 

                                    
( )0.102 ln

  1   
0.276

L

FS
IND P 

 +
= = −  

 
         (41) 

Where: a
o 

= 0.3773, a
1 

= -0.0337, a
2 

= 1.5672, a
3 

= -0.1833, b
o 

= 28.45, b
1 

= -9.3372, b
2 

= 0.7975, q
 
= q

t1Ncs
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 One significant disadvantage associated with the Juang et al. (2013) probabilistic model 

for CPT-based settlement prediction is that the model was based on the binomial assumption that 

liquefaction settlements can be caused by both liquefied and non-liquefied soils. Engineers 

commonly consider a soil layer susceptible to post-liquefaction settlement if the soil layer has a 

sufficiently low factor of safety against liquefaction (usually less than 1.2 to 2.0). Engineers rarely 

(if ever) consider non-liquefied soils to contribute to liquefaction settlements. However, the Juang 

et al. (2013) model includes the probability that non-liquefied soil layers contribute to the 

settlement, which may make sense mathematically, but not physically. While the possibility of 

non-liquefied soil layers contributing to post-liquefaction settlements is likely greater than zero, it 

is also likely sufficiently low that most engineers choose to neglect it. Furthermore, the 

consideration of this possibility greatly increases the mathematical difficulty of the Juang et al. 

model. Therefore, this study re-solved the maximum likelihood equation developed by Juang et 

al. (2013), but neglected the possibility that non-liquefied layers contribute to liquefaction so as to 

neglect the possible settlements. The resulting values of M and 𝜎ln (𝑠) are 1.014 and 0.3313, 

respectively. Any potential error introduced by this simplification is accounted for in the larger 

value of 𝜎ln (𝑠). Therefore, these re-regressed values of M and 𝜎ln (𝑠) are used in this study. 

These re-regressed values were calculated by altering the Juang et al. (2013) maximum 

likelihood equation. The original Juang et al. (2013) maximum likelihood equation for the database 

with m + n case histories, where m is the number of cases with a fixed settlement observation and 

n is the number of case histories in which settlement is reported as a range, is given as: 

 

ln{𝐿[𝜃|𝑆𝑎(1), 𝑆𝑎(2),… , 𝑆𝑎(𝑚), 𝑆𝑎,𝑙𝑜𝑤(1), 𝑆𝑎,𝑢𝑝(1),… , 𝑆𝑎,𝑙𝑜𝑤(𝑛), 𝑆𝑎,𝑢𝑝(𝑛)]}

= ∑{− ln[√2𝜋𝜉(𝑘)𝑆𝑎(𝑘)] −
1

2
(
ln[𝑆𝑎(𝑘)] − 𝜆(𝑘)

𝜉(𝑘)
)

2

}

𝑚

𝑘=1

+∑ln [𝛷 (
𝑙𝑛[𝑆𝑎,𝑢𝑝(𝑙)] − 𝜆(𝑙)

𝜉(𝑙)
) − 𝛷 (

𝑙𝑛[𝑆𝑎,𝑙𝑜𝑤(𝑙)] − 𝜆(𝑙)

𝜉(𝑙)
)]

𝑛

𝑙=1

 

  (42) 
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where Sa is the actual settlement observed, k represents the kth case history from the database with 

m case histories, and l is the lth case history from the database with n case histories. For the re-

derivation, only the case histories containing actual recorded settlements were used. The case 

histories with ranges of settlement (n case histories) were removed. In Equation (42), the λ and ξ 

variables were represented as: 

 

and 

 

where 𝜇𝑎(𝑘) represents the mean of actual observed settlement for the kth case history and 𝛿𝑎 

represents the coefficient of variation (COV) of Sa. This 𝛿𝑎 is given as: 

 

 

where 𝜇𝑀 is the mean of M, 𝜎𝑀 is the standard deviation of M, 𝜇𝑝 is the mean of the predicted 

settlement, and 𝜎𝑝 is the standard deviation of the predicted settlement. For the re-regression, all 

of the variables with a “p” term were removed to remove the assumption of non-liquefied layers 

adding to settlement hazard. The 𝛿𝑎 term was simplified to: 

 

This simplified 𝛿𝑎 replaced equation (45). The new M and 𝜎ln (𝑠) values were calculated by using 

Juang et al. (2013) maximum likelihood equation (42), but by replacing Equation (45) with 

Equation (46) and only using the m case histories. 

 

𝜆(𝑘) = ln {
𝜇𝑎(𝑘)

[1 + 𝛿𝑎
2(𝑘)]

0.5} (43) 

𝜉(𝑘) = ln {[1 + 𝛿𝑎
2(𝑘)]

0.5
}         (44) 

𝛿𝑎 =
(𝜇𝑀

2𝜎𝑝
2 + 𝜇𝑝

2𝜎𝑀
2 + 𝜎𝑀

2𝜎𝑝
2)0.5

𝜇𝑀2𝜇𝑝2
= (𝛿𝑝

2 + 𝛿𝑀
2 + 𝛿𝑝

2𝛿𝑀
2)0.5 (45) 

𝛿𝑎 =
𝜎𝑀
𝜇𝑀

= 𝛿𝑀 (46) 
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 Performance-Based Liquefaction-Induced Settlement Procedure 

After the PBEE liquefaction triggering assessment is completed, a PBEE post-liquefaction 

analysis can be performed. PBEE liquefaction-induced settlements are calculated by using the 

developed FSL hazard curves, described above. The intensity measure is FSL, which is used to 

calculate mean annual rate of exceedance of volumetric strain, the engineering demand parameter. 

The modified equation is given as: 

 

 

where 𝜆𝜀𝑣∗ is the mean annual rate of exceeding a specified level of strain (𝜀𝑣
∗),  𝑁𝐹𝑆𝐿is the number 

of FSL increments within the current soil layer’s FSL hazard space, 𝑞𝑐1𝑁𝑐𝑠 is the current layer’s 

corrected cone tip resistance, ∆𝜆𝐹𝑆𝐿𝑗is the incremental mean annual rate of exceedance for intensity 

measure FSL, and  𝑃[𝜀𝑣 > 𝜀𝑣
∗|𝑞𝑐1𝑁𝑐𝑠𝑖, 𝐹𝑆𝐿𝑗] represents the probability the calculated strain will 

exceed a specified level of strain (𝜀𝑣
∗) given a specific incremental value from the FSL hazard 

curve. The equation to calculate 𝑃[𝜀�̅� > 𝜀𝑣
∗|𝑞𝑐1𝑁𝑐𝑠𝑖, 𝐹𝑆𝐿𝑗] is given as: 

 

 

where 𝜀�̅� is the calculated strain using the Juang et al. (2013) strain equation (Equation (40)) 

multiplied by PL (Equation (41)),  𝜎ln (𝜀𝑣) is taken to equal 𝜎ln (𝑠) from Equation (41). 𝜎ln (𝜀𝑣) can be 

assumed to equal 𝜎ln (𝑠)because settlement is computed as a simple additive function of 𝜀𝑣. The 

𝑃[𝜀𝑣 > 𝜀𝑣
∗|𝑞𝑐1𝑁𝑐𝑠𝑖, 𝐹𝑆𝐿𝑗] values are computed for all of the incremental FSL values. These 

probabilities are then summed to calculate the total mean annual rate of exceedance of that specific 

𝜀𝑣
∗ value. 

𝜆𝜀𝑣∗ = ∑ 𝑃[𝜀�̅� > 𝜀𝑣
∗|𝑞𝑐1𝑁𝑐𝑠𝑖, 𝐹𝑆𝐿𝑗]∆𝜆𝐹𝑆𝐿𝑗

𝑁𝐹𝑆𝐿

𝑗=1

 (47) 

𝑃[𝜀�̅� > 𝜀𝑣
∗|𝑞𝑐1𝑁𝑐𝑠𝑖, 𝐹𝑆𝐿𝑗] =  𝛷 [

ln(𝜀�̅�) − ln(𝜀
∗
𝑣)

𝜎ln (𝜀𝑣)
] (48) 
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The calculated strain (𝜀�̅�) is compared to the incremental 𝜀𝑣
∗ value. Equation (47) is repeated 

for a range of 𝜀𝑣
∗ values (0-20%), to account for all possible values of strain. All of the 

calculated 𝜆𝜀𝑣∗ values, with the corresponding 𝜀𝑣
∗ values, develop a hazard curve for one soil layer 

(Figure 2-10). This process is repeated for each soil layer to develop a strain hazard curve for each 

individual soil layer. 

 

 

After strain hazard curves are developed for each soil layer, settlement is calculated. A 

hazard curve of total ground surface settlement is developed, by using each strain hazard curve 

from each layer. This calculation is done by using Equation (39), from the Juang et al. (2013) 

procedure:  

where εv is a strain value obtained from each strain hazard curve at the return period of interest 

from every soil layer. The strains from each soil layer are summed together and multiplied by the 

layer thickness to calculate ground surface settlement. This process is repeated for a range of mean 

annual rate of exceedances, corresponding to return periods from 475 years to 10,000 years, to 

develop a total settlement hazard curve (Figure 2-11).  

𝑆𝑝 =  𝑀∑𝜀𝑣∆𝑍𝑖

𝑁

𝑖=1

 (49) 

Figure 2-10:  Example of a strain hazard curve from one specific soil layer. 
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Figure 2-11: Example of a total ground settlement hazard curve. 

 

 Correction Factor for Unrealistic Strain Values 

Huang (2008) developed a method to limit unrealistically high vertical strain values 

computed in probabilistic calculations. Kramer et al. (2008) explained that direct computation of 

probabilistic vertical strains has been found to produce significant unrealistically high probabilities 

of very large strain values. Kramer et al. (2008) explains these unrealistically high strain 

estimations are due to the assumption of lognormal probability distributions typically associated 

with the calculation of vertical strains. For low soil stiffness values, the slope of the lognormal 

probability density function increases infinitely, appropriately allowing large probabilities to be 

associated with large strains. Denser soils, however, can still predict large probabilities of vertical 

strain, even though both laboratory and field observations have shown that large vertical strains 

with such soils are very unlikely. 
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Huang (2008) performed a study to find the maximum limited strain for different types of 

soil. Huang evaluated theoretical, historical (i.e., field), and laboratory evidence of a maximum 

vertical strain experienced by a given soil layer. He relied heavily on the apparent limiting strain 

observed by four previous studies: Tokimatsu and Seed (1987), Ishihara and Yoshimine (1992), 

Shamoto et al.(1998), and Wu and Seed (2004), to develop estimates of the maximum or limiting 

vertical strain as a function of SPT blow counts. The Huang (2008) and Kramer et al. (2008) 

maximum vertical strain curves are shown in Figure 2-12. 

 

 

Kramer et al. (2014) approximated the weighted average relationship by using the 

following equation. 

 

𝜀𝑣,𝑚𝑎𝑥(%)  =  9.765 − 2.427𝑙𝑛[ (𝑁1)60,𝑐𝑠]         (50) 

 

Equation (50) was used to develop a limiting volumetric strain. Huang (2008) suggests using an 

εv,max range of 0.5*εv,max to 1.5*εv,max with a uniform probability distribution to account for scatter 

in the data. Finally, to apply Equation (50) to CPT data, Jefferies and Davies (1993) was used to 

Figure 2-12: Maximum vertical strain levels inferred by deterministic 

vertical strain models and weighted average used to define mean 

value (after Huang, 2008). 
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convert between CPT tip resistance and SPT blow count values. Jefferies and Davies (1993) 

developed this CPT-SPT relationship as: 

 

(𝑞𝑡/𝑝𝑎)

 (𝑁1)60,𝑐𝑠
 = 8.5(1 −

𝐼𝑐

4.6
)           (51) 

 

where ap  is atmospheric pressure, cI  is the Soil Behavior Type Index, and tq  is the normalized 

CPT tip resistance. This approach has been implemented into CPTLiquefY to account for 

unrealistic strain values. Substituting Equation (51) into Equation (50), a CPT-based equation for 

the maximum volumetric strain is given as: 

 

( )
( )

,max % 9.765 2.427 ln

8.5 1
4.6

t a

v

c

q p

I


 
 
 = −

  −    

                              (52) 

 

2.4 Lateral Spread Displacement Evaluation  

This section will provide the necessary background to understand the lateral displacement 

procedure. A brief discussion regarding the Zhang et al. (2004) model will be provided, followed 

by a discussion of performance-based implementation of this model. The term lateral spread 

displacement describes the horizontal deformations of a site located on sloping ground or near a 

free-face due to seismically induced soil liquefaction. These deformations can range from a few 

millimeters to several meters. Structures near open bodies of water are particularly at risk to this 

seismic hazard. 

 Lateral Spread Displacement Empirical Model 

The lateral spread displacement procedure presented by Zhang et al. (2004) demonstrates 

a calculation of the lateral displacement caused by each soil increment in a CPT sounding. In this 

procedure, (qc1N)cs from Robertson and Wride (1998, 2009) is used to calculate the relative density, 

DR, following Tatsuoka et al. (1990). Lateral spread is directly related to the maximum horizontal 
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cyclic shear strain, γmax, and the relationship between γmax, DR, and FSL, as presented by Zhang et 

al. (2004) is displayed in Figure 2-13.  

 

 

Figure 2-13: The relationship between γmax, DR, and FSL as presented by Zhang et al. (2004). 

  

With γmax known for each increment of the CPT sounding, the lateral displacement index, 

LDI, can be determined using the following relationship: 

 

                                                      

0

 
maxz

maxLDI dz=                                     (53) 

 

which shows LDI as the integral of γmax, increasing from the smallest value at zmax (the deepest 

liquefiable layer) to the highest value at the ground surface. With a known LDI, the actual lateral 

displacement, LD (also known as the horizontal displacement, DH) which is the amount of 

displacement or spread seen at the ground surface, can be calculated as a function of the site’s 

geometry. LD is dependent upon three variables (other than LDI): the ground slope, S, the free 
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face height H, and the distance from toe of the free face, L. The three cases for site geometry are 

seen in Figure 2-14. 

 

 

Figure 2-14: The three cases for site geometry when determining lateral displacement. 

 

LD is then determined using one of two equations. Case 1 uses Equation (54) and Case 2 

uses Equation (55). Referring to sites with a geometry as found in Case 3, Zhang et al. (2004) 

states that the data points for the case histories for a gently sloping ground with free face (Case 3) 

lie generally within the scatter of results for nearly level ground with a free face (Case 2). 

Therefore, sites with a geometry as found in Case 3 will also use Equation (55). 

 

( )0.2LD S LDI= +             (54) 

           ( )
0.8

6 /LD L H LDI
−

=                        (55) 

 

 Performance-Based Lateral Spread Displacement Procedure 

After the PBEE liquefaction triggering assessment is completed, a PBEE analysis of 

liquefaction-induced lateral spread displacement can be performed. The following steps are very 

similar to those demonstrated in the section on PBEE settlement, discussed previously. PBEE 

lateral spread displacements are calculated by using the FSL hazard curves. The intensity measure 

is FSL, which is used to calculate the mean annual rate of exceedance maximum cyclic shear strain, 

the engineering demand parameter. The modified equation is given as: 
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where 𝜆𝛾𝑚𝑎𝑥∗ is the mean annual rate of exceeding a specified level of the maximum cyclic shear 

strain (𝛾𝑚𝑎𝑥
∗),  𝑁𝐹𝑆𝐿is the number of FSL increments in the soil layer’s FSL hazard space, 𝑞𝑐1𝑁𝑐𝑠 

is the soil layer’s corrected cone tip resistance, ∆𝜆𝐹𝑆𝐿𝑗is the incremental mean annual rate of 

exceedance for FSL, and  𝑃[𝛾𝑚𝑎𝑥̅̅ ̅̅ ̅̅ > 𝛾𝑚𝑎𝑥
∗|𝑞𝑐1𝑁𝑐𝑠𝑖, 𝐹𝑆𝐿𝑗] represents the probability the calculated 

maximum cyclic shear strain will exceed a specified level of that strain (𝛾𝑚𝑎𝑥
∗) given a specific 

incremental value from the FSL hazard curve. To then calculate 𝑃[𝛾𝑚𝑎𝑥̅̅ ̅̅ ̅̅ > 𝛾𝑚𝑎𝑥
∗|𝑞𝑐1𝑁𝑐𝑠𝑖 , 𝐹𝑆𝐿𝑗] the 

following equation is used: 

 

 

where 𝛾𝑚𝑎𝑥̅̅ ̅̅ ̅̅  is the calculated maximum cyclic shear strain (as determined by Zhang et al. (2004)) 

multiplied by PL, and 𝜎ln (𝛾𝑚𝑎𝑥) is the standard deviation derived from the case histories used to 

from the Zhang et al. (2004) semi-empirical model (with a single standard deviation for each of 

the three types of site geometry). While the standard deviation was derived using values of 

displacement, it is considered acceptable to apply this standard deviation to strain values as there 

is a direct correlation between strain and displacement. 

𝜆𝛾𝑚𝑎𝑥∗ = ∑ 𝑃[𝛾𝑚𝑎𝑥̅̅ ̅̅ ̅̅ > 𝛾𝑚𝑎𝑥
∗|𝑞𝑐1𝑁𝑐𝑠𝑖 , 𝐹𝑆𝐿𝑗]∆𝜆𝐹𝑆𝐿𝑗

𝑁𝐹𝑆𝐿

𝑗=1

 (56) 

𝑃[𝛾𝑚𝑎𝑥̅̅ ̅̅ ̅̅ > 𝛾𝑚𝑎𝑥
∗|𝑞𝑐1𝑁𝑐𝑠𝑖, 𝐹𝑆𝐿𝑗] =  𝛷 [

ln(𝛾𝑚𝑎𝑥̅̅ ̅̅ ̅̅ ) − ln(𝛾𝑚𝑎𝑥
∗)

𝜎ln (𝛾𝑚𝑎𝑥)
] (57) 
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Equation (56) is repeated for a wide range of 𝛾𝑚𝑎𝑥
∗, (0-60%) accounting for all possible 

values of maximum cyclic shear strain. With 𝑃[𝛾𝑚𝑎𝑥̅̅ ̅̅ ̅̅ > 𝛾𝑚𝑎𝑥
∗|𝑞𝑐1𝑁𝑐𝑠𝑖, 𝐹𝑆𝐿𝑗] calculated, 𝜆𝛾𝑚𝑎𝑥∗ 

can then be calculated for a corresponding 𝛾𝑚𝑎𝑥
∗, which then can be used to develop a hazard 

curve for each soil layer, as was done in the settlement analysis. An example of a hazard curve for 

a single soil layer is seen in Figure 2-15. 

 

 

 Once the hazard curves for each soil layer are made, a hazard curve for total lateral spread 

displacement can be created. The Zhang et al. (2004) procedure is used to calculate the lateral 

spread displacement. The input strain values for this procedure corresponding to a single annual 

rate of exceedance are taken from each individual layer hazard curves, and used to calculate the 

lateral spread displacement for that one annual rate of exceedance. This process is repeated for a 

range of mean annual rate of exceedances, corresponding to return periods from 475 years to 

10,000 years, to develop a total lateral spread displacement hazard curve. An example of a hazard 

curve for total lateral spread displacement is seen in Figure 2-16. 

 

Figure 2-15: Example of a shear strain hazard curve for a single soil layer. 
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Figure 2-16 Example of a total lateral spread displacement hazard curve. 

  

2.5 Pseudo-Probabilistic Liquefaction Hazard Analysis Method 

The pseudo-probabilistic method is currently one of the most commonly used liquefaction 

hazard analysis methods. This approach involves selecting design ground motions through 

probabilistic methods and applying them to a deterministic calculation of earthquake effects. This 

procedure involves using a deterministic triggering procedure (sections 2.2.1, 2.2.2, and 2.2.4) to 

calculate FSL, but by using a probabilistic seismic hazard analysis (PSHA) to select input ground 

motions. This PSHA selection of ground motions is performed by using the USGS deaggregation 

tool to select a design earthquake magnitude (the USGS tool is located at 

https://earthquake.usgs.gov/hazards/interactive/). This magnitude can be either the mean (i.e., 

average) or modal (i.e., occurring the most often) magnitude for the specific location. The FSL and 

Qtn,cs, from the triggering procedures, are then applied to the deterministic post-liquefaction 

settlement and lateral spread procedures.  

Even though the pseudo-probabilistic approach accounts for some uncertainty in ground 

motions, inherent uncertainty within the triggering of liquefaction and the calculation of its effects 
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are generally ignored. Furthermore, the approach assumes that all liquefaction hazard is caused by 

a single return period of ground motions. Therefore, a common misperception of the pseudo-

probabilistic approach is that the return period of the computed post-liquefaction settlements is the 

same as the return period of the input ground motions. This perception would only be true if there 

was no uncertainty associated with the computation of settlements.  

2.6 Semi-Probabilistic Liquefaction Hazard Analysis Method 

The semi-probabilistic liquefaction hazard approach is fairly new and not yet commonly 

used. However, it is starting to gain popularity. Semi-probabilistic methods calculate FSL using 

the fully-probabilistic methods (i.e., PBEE), described in section 2.2.5, and applies this FSL to 

deterministic settlement calculations. This method accounts for the inherent uncertainty in 

predicting liquefaction triggering and correctly computes the return period of soil liquefaction. 

However, this method fails to account for the uncertainty in calculating liquefaction effects, such 

as settlement and lateral spread.  
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3.0 CPTLiquefY   

3.1  Overview 

CPTLiquefY has the ability to perform liquefaction hazard analyses based on CPT 

soundings. In the previous SPT work, PBLiquefY was built within the framework of Microsoft 

Excel, using its own functionality as well as programming in Visual Basic (VBA), however 

CPTLiquefY has been coded in Microsoft Visual Studio using C++. While VBA worked well for 

PBLiquefY, it would not work well for CPTLiquefY because of VBA’s inability to effectively 

handle heavy amounts of data calculations. VBA worked well for PBLiquefY because a SPT data 

set is limited to about 15-25 depth measurements per location. CPT data sets, however, are several 

times larger with about 100-300 depth measurements per location, which leads to an exponential 

increase in the amount of required calculations. For this reason, it was decided that a more efficient 

program be developed for the CPT analysis. CPTLiquefY is built through Microsoft Visual Studio, 

an Integrated Development Environment (IDE) for various programming languages. Visual C++ 

was chosen as the programming language for the speed and rigor C++ provides, as well as the 

useful Graphical User Interface (GUI) Visual C++ contributes to C++. The opening view of 

CPTLiquefY can be viewed in Figure 3-1. 
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3.2  Walk Through of CPTLiquefY  

 Soil Info Tab 

When CPTLiquefY is launched, the view in Figure 3-1 is visible to the user. As seen, there 

are tabs for Soil Info, Pseudo-Probabilistic, Full-Probabilistic User Inputs, Liquefaction Triggering 

Results, Settlement Results, Lateral Spread Results, Export, and Batch Run. To start a liquefaction 

hazard analysis the user will select the “Soil Info” tab, as shown in Figure 3-2. 

 

Figure 3-1: Opening view of CPTLiquefY. 
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Figure 3-2: Initial view of CPTLiquefY, showing the Soil Info tab. 

 

Once the user starts the program, the program will open to Soil Info tab as shown above 

(Figure 3-2). To upload a specific CPT sounding, the “Browse for CPT File” button is clicked and 

users are able to browse for a CSV file with CPT data (depth, qc, fs, and u). The user can then 

select the input units, which will then be converted into uniform metric units for ease of calculation. 

An estimate of the depth of the water table is also needed from the user to be used in the calculation 

of effective stress, σ’v and each layer’s susceptibility to liquefaction. Once all user inputs are 

complete, the calculation of the CRR can be performed. Once the user has selected the “Calculate” 

button calculations will be performed through the CRR calculation. When the CRR calculation is 

complete, the table is populated and the preliminary calculations are seen, up to the CRR. This can 

be seen in Figure 3-3. 
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Figure 3-3: View after running calculations on Soil Info tab in CPTLiquefY. 

 

To be able to run unique analyses, an Advanced Option section was created to allow for 

adjustments to the default values. To access the Advanced Options section, the user clicks the 

“Advanced Options” button on the Soil Info tab. When the Advanced Options window is opened, 

the user will see the dialog box shown in Figure 3-4, which currently displays the default values.  
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Figure 3-4: Display of the Advanced Options dialog box in CPTLiquefY. 

 

There are many variables, methods, and options that can be adjusted in the Advanced 

Options window. The net area ratio (a) is a function of the geometry of the probe itself, and is used 

in determining the corrected cone tip resistance (qt). The reference pressure (Pa) is used in the 

Robertson (2009) procedure in correcting the cone tip resistance for overburden stress (Qtn). Kα is 

the initial shear stress correction factor and Kσ is the overburden stress correction factor. Since the 

unit weight is unknown, it is either set at a constant unit weight, or it can be estimated using a 

correlation from the cone time resistance and sleeve friction Robertson and Cabal (2010). CN, the 

overburden correction factor can be seen in the procedure for Robertson (2009), it is recommended 

to be limited to either 2.0 or 1.7, depending on which procedure is being run. Similarly, it is 

recommended that the soil behavior type index, Ic, be limited to approximately 2.6 (after an Ic 
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value of 2.6 the soil is classified as a clay and is much less likely to experience liquefaction). Also, 

an option is available to limit the depth at which the liquefaction analysis calculations are made. 

Ahmadi and Robertson (2005) discusses the need to account for thin-layer and transition zone 

effects on CPT qc measurement. Following Robertson (2011), CPTLiquefY is able to make 

adjustments for these thin layers which can affect the accuracy of the CPT data. 

 Pseudo-Probabilistic Tab 

CPTLiquefY has the ability to run a pseudo-probabilistic analysis by navigating to the 

“Pseudo-Probabilistic” tab. By inputting the location (latitude and longitude), the probability of 

exceedance, the USGS year, and whether to use the mean or modal magnitude, the deaggregation 

can be run. The user can then select to run either or both models to calculate a pseudo-probabilistic 

FSL. The models include the Robertson and Wride (1998, 2009) and the Boulanger and Idriss 

(2014) methods. A description of each model can be found previously in Section 2. 

An amplification factor (Fa) must also be calculated to convert the peak ground 

acceleration (PGA) value, from USGS, into an amax value for calculations. This can be done by 

entering a specific Fa, using the AASHTO/ASCE 7-10 method and selecting a site class, using the 

Stewart et al. (2003) method and selecting a site class, or it can be done using Stewart et al. (2003) 

with site specific values. A display of the Pseudo Probabilistic tab can be seen in Figure 3-5. 
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Figure 3-5: View of Pseudo Probabilistic tab once calculations are complete. 

 

 Full Probabilistic User Inputs Tab 

CPTLiquefY contains the ability to perform full-probabilistic analysis of liquefaction 

triggering.  This allows the user to do a PBEE liquefaction hazard analysis while considering data 

from a CPT.  To perform this analysis the user must complete the inputs on both the “Soil Info” 

and “Pseudo-Probabilistic” tabs. The user can then go to the “Full Probabilistic User Inputs” tab 

and select “Load Seismic Data”. This will load information from the new USGS uniform hazard 

deaggregation tool that will allow the user to perform a full-probabilistic analysis by developing 

amax hazard curves for the site (Figure 3-6). Once the green bar above the “Load Seismic Data” 

button is full, then the user can press the “Run Analysis” to begin this process.  Once the lower 

green loading bar is full, the analysis is complete and the results are plotted in the “Liquefaction 

Triggering Results” tab.  
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Figure 3-6: View of CPTLiquefY, showing the completed deaggregation analysis and 

development of amax hazard curves after selecting “Load Seismic Data”. 

 

 Liquefaction Triggering Results Tab 

At the completion of the analysis, the user may navigate to the “Liquefaction Triggering 

Results” tab, as shown in Figure 3-7.  Each layer of the CPT profile that has been analyzed will 

have a distinct liquefaction triggering hazard curve calculated using both Boulanger and Idriss 

(2014) and Ku et al. (2012) (i.e., Robertson and Wride, 1998) methods.  The user may enter in a 

specific layer into the “Enter Layer Number” textbox to view that layer’s hazard curve, as seen in 

Figure 3-7.  All data is easily copied and pasted into Microsoft Excel for additional plotting 

options.  The “Export” tab also contains options for easily saving all calculated data into a tabulated 

format.  An example of a completed liquefaction triggering hazard curve for a single soil layer is 

shown in Figure 3-8.  For any return period of interest, the user can use this plot to estimate the 

performance-based factor of safety against liquefaction of the specific layer analyzed. 
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Figure 3-7: View of “Liquefaction Triggering Results” tab after analysis. 

 

 

Figure 3-8: Example plot from “Liquefaction Triggering Results” tab. 
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 Settlement Results Tab 

After running the performance-based liquefaction triggering analysis, the user may 

navigate to the “Settlement Results” tab to view the free-field settlement results (Figure 3-9). This 

initial view contains the data for the PBEE total settlement hazard curve and the hazard curve for 

semi-probabilistic settlement. Examples of these hazard curves are shown in Figure 3-10. 

 

 

Figure 3-9: View of “Settlement Results” tab after analysis is complete. 
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Figure 3-10: View of hazard curves for total ground surface settlement. 

 

If the user selects the “Strain Hazard Curves by Layer” the data for each layer’s strain 

hazard curve is shown. The user may view a specific soil layer’s strain hazard curve by entering 

in the layer number they would like to view, as shown in Figure 3-11. 
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 Lateral Spread Results Tab 

Similar to the “Settlement Results” tab, once the full performance-based liquefaction 

triggering analysis is complete, the user may navigate to the “Lateral Spread Results” tab to see 

performance-based results of lateral spread displacement. This tab is shown in Figure 3-12. This 

initial view contains the data for the PBEE total lateral spread displacement hazard curve and the 

hazard curve for semi-probabilistic lateral spread displacement. If the user selects the “Horizontal 

Strain Hazard Curves by Layer” the data for each layer’s strain hazard curve is shown. The user 

may view a specific soil layer’s strain hazard curve by entering in the layer number they would 

like to view. 

 

Figure 3-11: Strain hazard curve data for soil layer 94, corresponding 

to a depth of 4.6m. 
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Figure 3-12: View of “Lateral Spread Results” tab after analysis. 

 

3.3 Inclusion of New USGS Deaggregation Tool  

Coinciding with the release of the 2014 deaggregation model, USGS has decided to 

transition from an online interactive deaggregation to a local deaggregation software tool called 

“NSHMP-haz”. A beta version of this new tool has been integrated into CPTLiquefY.  

 USGS Offline Deaggregation tool (NSHMP-haz) 

NSHMP-haz is currently in beta mode, but will be available to the public soon.  In 

cooperation with the USGS programmers, we have obtained access to the source code of NSHMP-

haz through the website GitHub.com.  An image of the NSHMP-haz code repository is shown in 

Figure 3-13.  From GitHub, a download is available of the tool to a compatible system. Once 

downloaded, the computer can run ground motion deaggregations without accessing the USGS 

servers through the Internet. This is a major step forward for performance-based earthquake 

engineering research because a major obstacle to the development of earlier research tools has 

been the instability caused by performing and downloading thousands of USGS ground motion 

deaggregation files.  This should no longer be a problem in the future, as a single system will be 
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capable of developing all ground motion deaggregations and performing all performance-based 

calculations.   

 

 

Figure 3-13: USGS NSHMP-haz code repository on GitHub.com. 

 

The NSHMP-haz code uses the Java programming language, so installation of Java is 

required before running the tool.  Setup of Java is a simple process and clear instructions have 

been developed by the USGS to guide users.  Access to this new tool is crucial for the success of 

the liquefaction hazard analysis tool CPTLiquefY.   

CPTLiquefY successfully runs and collects deaggregation data from the new tool for the 

2008 and 2014 deaggregations for the western and eastern United States. As of now, all states are 

functional for the 2008 and 2014 deaggregations. 
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This NSHMP-haz code runs in a similar fashion to the old interactive deaggregation 

available online.  The user chooses four parameters before running the analysis.  These are a 

latitude, longitude, exceedance probability and a number of years to consider in the analysis. An 

image of the old online interactive deaggregation is shown with major parameters highlighted in 

Figure 3-14.   

 

 

Figure 3-14: Image of the old USGS online deaggregation tool. 

 

These options remain the same with the new NSHMP-haz tool.  The user simply selects 

the same four parameters in the “Pseudo Probabilistic” tab in the program CPTLiquefY as 

highlighted in Figure 3-15.  CPTLiquefY will then pass the parameters on to the USGS tool and 

display the results after completion of the deaggregation run.  The new tool runs on the system 
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command prompt so when the tool is activated a command line window will briefly open as the 

tool runs. Figure 3-16 shows an example of the window launched by the application. 

 

 

Figure 3-15: Input options for new USGS tool on the “Pseudo Probabilistic” tab. 

 

 

Figure 3-16: View of the window launched by NSHMP-haz. 

 



   53 

 

 There is one slight difference in the new USGS tool.  Users are now required to select 

which region of the United States the location of interest is found.  There are currently two options: 

option 1 is for the western US, and option 2 is for the central and eastern US.  The division between 

western, central, and eastern states can be seen in Figure 3-17. If the wrong region is selected an 

error will occur and the user will be notified to use the other model.   

 

 

Figure 3-17: Map showing the division in USGS between western, central, and 

eastern states. 
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4.0  METHODOLOGY AND RESULTS 

4.1 Methodology 

To perform a thorough comparison of design methods, a comprehensive range of various 

soil conditions and site seismicity levels needed to be considered. The methods used to create a 

thorough comparative study are discussed below.  

 Soil Profiles 

Twenty actual CPT soundings are selected, containing a comprehensive range of soil 

stiffness and type. These CPT soundings are collected from the United States Geologic Survey 

(USGS) database of CPT data (https://earthquake.usgs.gov/research/cpt/data/table/). The CPT 

profiles are selected with the intention to have a thorough range of soil type and relative 

density/stiffness. This range in relative density/stiffness is evident by investigating the plot of 

corrected cone tip resistance (Qtncs) shown in Figure 4-1. Note the lack of “holes” (i.e., white space) 

in Figure 4-1. 

Figure 4-1 shows how the chosen profiles adequately cover all potentially impactful Qtncs, 

or stiffness, values across the depth. Only a few profiles are found with a Qtncs value less than 

50kPa, because there are very few soils that exist naturally that are soft enough to have such a low 

value of Qtncs.  Also, any soil with a Qtncs value greater than 250kPa is automatically considered 

too dense to liquefy per the liquefaction triggering databases of Boulanger and Idriss (2014) and 

Robertson and Wride (1998, 2009). Therefore, it is not imperative to collect comprehensive Qtncs 

data greater than 250kPa.  All collected profiles are summarized in Table 4-1. 
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Figure 4-1: Stiffness of CPT profiles plotted at depth. 

Table 4-1: Summary of Soil Profiles 
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To accurately demonstrate the differences between design methods, variables such as total 

depth and water table depth were standardized. For this study, all profiles were limited to 12 meters 

regardless of the full profile depth available from the database. This depth was chosen because 

after about 12m soil layers will have little to no effect on ground surface settlements or lateral 

spreading, and in part because 12m has been used in other performance-based (full-probabilistic) 

studies (Franke et al. 2014). The depth of the water table can have a considerable impact on the 

amout of liquefiable soil layers. For liquefaction to occur soils have to be saturated, therefore any 

soils above the water table cannot liquefy. For this study, the water table was assumed to be at the 

ground surface. Finally, none of the CPT profiles from the USGS database contained a cone pore 

water pressure reading. For this study, the cone pore water pressure was assumed to be zero for 

each soil layer. 

Although altering the water table depth and assuming zero for the cone pore water pressure 

will produce inaccurate estimations of site-specific liquefaction hazard effects, the purpose of this 

study is to compare the calculations from different design methods. These changes would be 

problematic if the purpose was to accurately predict liquefaction effects at a specific site; but 

because the purpose of this study is to compare calculation methods, these alterations do not affect 

the accuracy of this study’s results. 

In order to perform an analysis of lateral spread, the site geometry had to be specified. Two 

different geometries were used to ensure consistency of results. The first geometry was for a gently 

sloping ground with the ground slope, S, of 3%. The second geometry was a level ground with a 

free face, where the free face height, H, is 6m, and the length of the level ground, L, is 50m. These 

geometries were chosen as they have been used in previous studies. 

 Site Locations 

To address the potential variable levels of seismicity a site could have, ten different cities 

are examined in this study. Each city is chosen to represent a different level of seismicity and in 

part because they have been used in other PBEE studies (Kramer and Mayfield 2007, Franke et al. 

2014).  The chosen cities are distributed as such: four on the west coast near the San Andreas Fault, 

two in the pacific north-west near the Cascadia Subduction zone and associated faults, two near 

the Wasatch fault and Rocky Mountain region, one near the New Madrid fault system, and one on 
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the east coast in Charleston, SC. A map of the cities are shown in Figure 4-2, and a list of the cities 

with their corresponding latitude, longitude, mean/modal magnitudes is presented in Table 4-2. 

 

 

 

 

 

 

Figure 4-2 Map of all ten cities in this study. 

Table 4-2: Selected Cities Used in Study 
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 Return Periods 

Every structure is designed for a different level of earthquake depending on either the 

importance of that structure (e.g., hospitals, fire stations, etc.) or the level of negative impact 

resulting from structural failure (e.g., nuclear facilities, football stadiums, etc.). Less critical 

structures are designed for seismic events with shorter return periods, in other words smaller 

seismic events, while more critical structures are designed for higher return periods. This study 

focuses on return periods 475 years, 1039 years, and 2475 years, which correspond to probabilities 

of exceedance of 10% in 50 years, 7% in 75 years, and 2% in 50 years, respectively. While the 

AASHTO standard uses a 1033 year return period, the USGS hazard tool does not use this return 

period. A return period of 1039 years was used as it is the closest to 1033 years used by the USGS 

hazard tool. These chosen return periods represent relatively low, medium, and high levels of 

seismic loading, respectively. 

4.2 Liquefaction Triggering Results 

At the completion of the liquefaction analysis, all liquefaction triggering results were 

compiled into one database. Comparisons were made between the results of both of the new full-

probabilistic models based on Ku et al. (2012) and Boulanger and Idriss (2014). A comparison 

was also made between the full-probabilistic results and results from more conventional methods 

of liquefaction analysis, such as the Robertson and Wride (1998, 2009) and Boulanger and Idriss 

(2014) pseudo-probabilistic methods. General trends associated with these comparisons are 

presented. 

 Example of Results from CPTLiquefY 

After completion of full-probabilistic calculations in CPTLiquefY, the liquefaction 

triggering results can be viewed on the “Triggering Results” tab. The data provided on this tab 

represents hazard curves for each individual soil layer analyzed in the input soil profile. When the 

results are plotted, a hazard curve like those shown in Figure 4-3 is produced. This curve relates 

design values for the factor of safety against liquefaction ( LFS ) with corresponding rates of 

exceedance (inverse of return period). The curves in Figure 4-3 show the results from both the Ku 
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et al. and Boulanger and Idriss full-probabilistic methods along with a horizontal line that 

represents the mean annual rate of exceedance that correlates to a 475 year return period. In order 

to obtain design values from this curve, values should be interpolated from the hazard curve for a 

return period of interest. For example, the Boulanger and Idriss method has a value of about 

0.35LFS =  at the 475 year return period, while the Ku et al. method gives a value of 0.6LFS = . 

Given that these values are less than 1FS = , both methods would in this case predict the initiation 

of liquefaction for the considered soil layer. 

 

 

Figure 4-3: Example LFS  Hazard curve output from CPTLiquefY. 

 

In order to consider the liquefaction triggering hazard for a full soil profile using the full-

probabilistic results, LFS  values must be chosen from each layer in the soil profile at a selected 

return period. CPTLiquefY has the capability to select these values and then export a clean Excel 

file with the results from the analyzed soil profile. The results are then easily plotted as a profile. 

Figure 4-4 presents an example of a completed soil profile comparing LFS  with depth. With this 
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profile it is possible to analyze the liquefaction hazard at any depth, as well as compare the results 

from the different methods and results from different return periods of interest.  

 

 

Figure 4-4: Comparison of results from the full-probabilistic liquefaction analysis of 

profile 6 at Butte, MT relating LFS  to depth in meters. 

 

 Comparison of Ku et al. and Boulanger and Idriss Full-Probabilistic Results. 

Using the results from the analysis conducted with 20 soil profiles and 10 locations, a 

dataset of full-probabilistic results was formed for both methods. The comparison of these results 

with the Ku et al. full-probabilistic results on the x-axis and Boulanger and Idriss full-probabilistic 
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results on the y-axis can be seen in Figure 4-5. From the plot, the following trends were noted. 

First, the Ku et al. methods tend to predict higher values for LFS  if the computed LFS  is less than 

one. For values of LFS  greater than one, it becomes much more likely that the computed LFS from 

each method could be similar, or the Boulanger and Idriss could predict larger values. Second, data 

scatter seems to increase when the FS approaches the range of 1 to 1.4. In this region the calculation 

of FS is highly varied depending on other factors than the full-probabilistic model (profile stiffness, 

location). It can be noted that a large number of points can be seen on the LFS = 2 line on each 

axis. This is because a limit was placed at a value of LFS =  2, which is a design value at which 

liquefaction will generally not be a concern. Without the application of this limit, the trends seen 

in Figure 4-5 simply continue beyond the shown values. 

 

 

Figure 4-5: Comparison of LFS  for both full-probabilistic methods (Return Period = 

1039 years). 
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 Variation of FSL between Sites 

 To see the effect of individual factors on the computed LFS  values, the results from the 

previous analysis were limited to one profile. To obtain a wide range of LFS  values, a moderately 

liquefiable soil profile (profile 14) was chosen as an example. The results shown in Figure 4-6 

illustrate the effect of location on LFS . The lowest seismicity site (Butte) has the most values above 

LFS = 1 and the highest seismicity site (Eureka) has the most below LFS = 1. Interestingly, the two 

methods on average seem to predict more consistent values at low seismicity locations, than high 

seismicity locations. Also, by looking at Figure 4-7 and Figure 4-8 which represent the same 

comparisons but at higher return periods, it becomes clear that the two methods produce more 

consistent values at lower return periods rather than higher ones. 

 

 

Figure 4-6: LFS  results for profile 14 at a return period of 475 years. 
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Figure 4-7: LFS  results for profile 14 at a return period of 1039 years. 

 

Figure 4-8: LFS  results for profile 14 at a return period of 2475 years. 
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 Variation of FSL between Return Periods 

As suggested previously, the return period of the analysis appears to have a significant 

effect on the comparison of the two full-probabilistic methods. To more clearly show this effect, a 

plot of one soil profile at one location of moderate seismicity is shown in Figure 4-9. As the return 

period increases, the values drift farther from the one-to-one line which represents where the two 

methods would calculate identical results. This can be explained by the tendency of the Boulanger 

and Idriss method to predict significantly smaller values for LFS  if LFS  is less than 1, while 

predicting similar or even greater values if LFS  is greater than 1. 

 

 

Figure 4-9: Comparison of LFS  for 3 return periods (profile 14, Salt Lake City). 
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 Variation of FS with Soil Profile Stiffness 

Before beginning the analysis, all 20 soil profiles were divided into three basic levels of 

stiffness; soft or very soft, moderate, and stiff. Figure 4-10 shows the general trends caused by the 

profile stiffness. Predictably, soft profiles tended to have lower values of LFS , as well as the 

greatest discrepancy between the two methods. Stiff profiles, on the other hand generally had 

higher values of LFS , but maintained the same trends between methods at low values of LFS . 

Values above LFS  > 1 tended to give larger LFS  values for the Boulanger and Idriss method. 

Finally, moderately stiff profiles fit well between the soft and stiff profiles, and showed a good 

range of behavior seen in both the soft and stiff profiles. This likely takes place because many of 

the moderate profiles contain a mix of different soft and stiff layers along with layers with actual 

stiffness values that would be considered moderately stiff. 
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Figure 4-10: Comparison of LFS  results from different categories of profile stiffness. 
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 Comparison of Full-Probabilistic Methods with Pseudo-Probabilistic Methods 

A comparison of the full-probabilistic results with the results from the conventional method is 

helpful in comparing the difference between engineering design values currently calculated by 

practicing engineers, and engineering design values calculated from a performance-based (full-

probabilistic) design method. The pseudo-probabilistic results in this section were computed from 

a PSHA using either mean or modal values. All 20 CPT profiles and all 10 sites discussed 

previously were included in the body of the data to show trends that correlate to a wide range of 

conditions. 

The following results are displayed in a scatter plot format with conventional values on the 

y-axis and full-probabilistic values on the x-axis. If the two methods were to compute identical 

values, the data points would fall directly on the 1:1 line (blue) displayed in the following figures. 

Lines at the value which divide predicted liquefied and non-liquefied behavior ( 1LFS = ) (red) are 

drawn from each axis on the plot to divide the plot into 4 quadrants (Figure 4-11). The four 

quadrants are defined as: 

1. Top Left- The full-probabilistic method predicts liquefaction, the pseudo-

probabilistic method does not 

2. Top Right- The full-probabilistic method and pseudo-probabilistic method both 

predict no liquefaction. 

3. Bottom Left- The full-probabilistic method and pseudo-probabilistic method both 

predict liquefaction. 

4. Bottom Right- The full-probabilistic method predicts no liquefaction, while the 

pseudo-probabilistic method predicts liquefaction. 
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Figure 4-11: Location of four quadrants on an example plot. 

 

 Robertson and Wride Pseudo-probabilistic vs. Ku et al. Full-Probabilistic Method 

The results of the four-quadrant comparison (see Figure 4-11) between the Robertson and 

Wride pseudo-probabilistic method and the Ku et al. full-probabilistic method are presented in 

Figure 4-12 to Figure 4-17. These figures illustrate that for LFS  values less than 1, the conventional 

method generally predicts smaller values of LFS  when compared to the full-probabilistic method. 

However, it appears that most of the plotted points from the full comparison lie in quadrants 2 and 

3, indicating a common prediction on whether liquefaction is expected to occur. The statistical 

distribution of the points will be discussed later in this section. 

These plots also appear to show that for values of LFS  greater than 1, the conventional 

method will generally give higher values for LFS  than the full-probabilistic method. This could 

be significant if a different value of LFS is used as the boundary between liquefied and non-

liquefied behavior (ex. LFS =1.2). In that case, the distribution of data in each quadrant would 
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change.  Differences between the mean and modal methods appears to be limited to small shifts of 

the trends to the left or right caused by values obtained from the PSHA (low seismicity shifts left 

for modal; high seismicity shifts right for modal). From observation of the figures, it also appears 

that the data tends to aggregate in bands based on the seismic loading at the different locations 

used in the analysis.  

 

 

Figure 4-12: Comparison of LFS  from Robertson and Wride conventional (Mean) and Ku 

et al. full-probabilistic approaches, rT  = 475 years. 
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Figure 4-13: Comparison of LFS  from Robertson and Wride conventional (Modal) and Ku 

et al. full-probabilistic approaches, rT  = 475 years. 

 

 

Figure 4-14: Comparison of LFS  from Robertson and Wride conventional (Mean) and Ku 

et al. full-probabilistic approaches, rT  = 1039 years. 
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Figure 4-15: Comparison of LFS  from Robertson and Wride conventional (Modal) and Ku 

et al. full-probabilistic approaches, rT  =1039 years. 

 

 

Figure 4-16: Comparison of LFS  from Robertson and Wride conventional (Mean) and Ku 

et al. full-probabilistic approaches, rT  = 2475 years. 
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Figure 4-17: Comparison of LFS  from Robertson and Wride conventional (Modal) and Ku 

et al. full-probabilistic approaches, rT  = 2475 years. 

 

 Boulanger and Idriss Pseudo-probabilistic vs. Full-Probabilistic Methods 

The trends noted in the comparison of the Boulanger and Idriss methods are somewhat 

different than those from the previous methods. While the previous comparisons showed a curved 

relationship, the results in Figure 4-18 to Figure 4-23 show a more linear relationship. Because of 

the general linearity of the relationship, the results from the conventional analysis will generally 

either predict higher values for LFS  for most possible values of LFS , or predict lower values of 

LFS  for all possible values of LFS . Although few of the predictions line up with the 1:1 line, 

relatively few data points seem to appear in quadrants 1 or 4, which represent a disagreement on 

the prediction of liquefaction triggering between the methods.  

 Similar to the previous comparison, the results are seen to be separated into bands relating 

to the location of each analysis. An interesting observation from this comparison is that data scatter 

seems to increase when using modal values instead of mean values for the pseudo-probabilistic 

analysis. Uniquely, this comparison showed divergent behavior, in that the comparison between 
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the conventional and full-probabilistic methods are very close at very low values of LFS , but the 

predictions are farther apart at values of higher LFS . Of particular interest are values close to LFS

=1. It is at LFS =1 that the conventional and full-probabilistic methods would disagree in this 

analysis. It can be seen that at LFS =1 there is a significant difference between the methods, unlike 

at a lower value like LFS =.2, where the methods are in almost total agreement. This trend signifies 

that there should be some degree of disagreement between the methods on the prediction of 

liquefaction initiation. 

 

 

Figure 4-18: Comparison of LFS  for Boulanger and Idriss conventional (Mean) and full-

probabilistic approaches, rT  = 475 years. 
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Figure 4-19: Comparison of LFS  for Boulanger and Idriss conventional (Modal) and full-

probabilistic approaches, rT  = 475 years. 

 

Figure 4-20: Comparison of LFS  for Boulanger and Idriss conventional (Mean) and full-

probabilistic approaches, rT  = 1039 years. 
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Figure 4-21: Comparison of LFS for Boulanger and Idriss conventional (Modal) and full-

probabilistic approaches, rT  = 1039. 

 

 

Figure 4-22: Comparison of LFS for Boulanger and Idriss conventional (Mean) and full-

probabilistic approaches, rT  = 2475. 
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Figure 4-23: Comparison of LFS for Boulanger and Idriss conventional (Modal) and full-

probabilistic approaches, rT  = 2475. 

 

 Summary of Comparisons 

A brief statistical analysis of the distribution of the liquefaction triggering data in each of 

the four defined quadrants was conducted. A total of 45,590 different liquefaction triggering 

predictions were analyzed from each of the plots in the previous sections. The results of this 

analysis can be viewed in Table 4-3 through Table 4-8.  

These results suggest that the full-probabilistic and conventional liquefaction triggering 

analysis methods agree on the prediction of liquefaction triggering around 95% to 99% of the time. 

The comparison of the Robertson and Wride pseudo-probabilistic vs. the Ku et al. full-probabilistic 

method showed that about 2 to 4% of the time the performance-based method predicted the non-

occurrence of liquefaction, while the pseudo-probabilistic predicted liquefaction to occur. 

Conversely, generally less than 1% of the cases represented predictions of non-liquefaction by the 

pseudo-probabilistic method and liquefaction by the full-probabilistic method. These values were 
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fairly constant across the different return periods analyzed as well as when mean or modal values 

were used in the pseudo-probabilistic analysis.  

The Boulanger and Idriss comparison values had a smaller percentage of points in 

quadrants 1 and 4 (different liquefaction triggering predictions). At low return periods, the full-

probabilistic method predicted non-liquefaction while the conventional method predicted 

liquefaction about 1.5 percent of the time. This value drops to well below 1 percent for higher 

return periods. Trends for the opposite prediction (pseudo-probabilistic predicts non-liquefaction 

and full-probabilistic predicting liquefaction), followed a similar trend but in the opposite direction 

(percentage increase from low to high return periods). 

 

Table 4-3: Percentage Data in Each Quadrant: Robertson and Wride vs. Ku et al. rT  = 475 

Years 

Robertson and Wride vs. Ku et al. 

475 

Mean Modal 

0.54% 71.08% 1.02% 69.52% 

26.02% 2.36% 25.54% 3.92% 

 

  

Table 4-4: Percentage Data in Each Quadrant: Robertson and Wride vs. Ku et al.  = 

1039 Years 

Robertson and Wride vs. Ku et al. 

1039 

Mean Modal 

0.92% 63.88% 1.21% 63.25% 

33.17% 2.03% 32.88% 2.65% 

 

 

 

rT
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Table 4-5: Percentage Data in Each Quadrant: Robertson and Wride vs. Ku et al.  = 

2475 Years 

Robertson and Wride vs. Ku et al. 

2475 

Mean Modal 

0.79% 59.17% 1.33% 58.61% 

36.67% 3.37% 36.13% 3.93% 

 

 

Table 4-6: Percentage Data in Each Quadrant: Boulanger and Idriss (Conventional) vs. 

Boulanger and Idriss (Full-Probabilistic) rT  = 475 Years 

B&I pseudo-probabilistic vs. B&I full-

probabilistic 

475 

Mean Modal 

0.35% 63.16% 0.79% 62.99% 

35.12% 1.38% 34.68% 1.55% 

 

 

Table 4-7: Percentage Data in Each Quadrant: Boulanger and Idriss (Conventional) vs. 

Boulanger and Idriss (Full-Probabilistic) rT  = 1039 Years 

B&I pseudo-probabilistic vs. B&I full-

probabilistic 

1039 

Mean Modal 

0.83% 59.57% 1.04% 59.37% 

39.42% 0.18% 39.21% 0.38% 

 

 

 

 

 

rT
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Table 4-8: Percentage Data in Each Quadrant: Boulanger and Idriss (Conventional) vs. 

Boulanger and Idriss (Full-Probabilistic) rT  = 2475 Years 

B&I pseudo-probabilistic vs. B&I full-

probabilistic 

2475 

Mean Modal 

1.03% 57.39% 1.28% 57.22% 

41.52% 0.05% 41.28% 0.22% 

 

 

The significance of these results is that potentially, in 1 to 4 percent of cases, the 

conventional liquefaction triggering methods are clearly over predicting the initiation of 

liquefaction. Although this would make it appear that in 95% or greater of cases that the prediction 

of liquefaction hazard would be the same with both the pseudo-probabilistic and performance-

based methods, this is not necessarily the case. Because of the trends noted in the figures above, 

on average, it appears that the performance-based method will still give lower values of LFS  than 

the pseudo-probabilistic method. To explain how the methods do not necessarily compute 

equivalent values for liquefaction hazard, an example is provided. 

Consider the hypothetical case of a prediction of LFS = 0.9 from the full-probabilistic 

method, and a prediction of LFS = 0.3 from the pseudo-probabilistic method. In this case, both 

predictions would indicate liquefaction, and would thus plot in quadrant 3. Although these values 

both represent the same liquefaction initiation prediction, they do not represent the same 

liquefaction initiation hazard. In terms of LFS , it is somewhat difficult to compare the actual 

liquefaction initiation hazard of these predictions. In order to compare the liquefaction triggering 

hazard in a more precise manner, a simple conversion to the probability of liquefaction ( LP ) can 

be made. This conversion can be done using either the Ku et al. or Boulanger and Idriss methods 

by using equations (15) and (34), respectively. By using these equations, the results of the value 

of LFS = 0.9 gives: LP = 50.4% and LP = 58.2%, while the value LFS = 0.3 gives: LP = 99.9% and 

LP = 99.1%. From these LP  values, the actual liquefaction initiation hazard can more accurately be 

analyzed, as the LFS = 0.9 prediction indicated that the soil will be about as likely to liquefy as to 
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not liquefy, while the LFS = 0.3 prediction indicates that liquefaction is almost guaranteed. These 

results represent how the actual liquefaction hazard can vary significantly even though predictions 

of liquefaction initiation using different LFS methods appear to agree.  

To see the full effect of the conversion to the realm of LP , Figure 4-24 and Figure 4-25 

show examples of the comparison of LP  at a return period of 475 years. In the Ku et al. comparison, 

out of the 45,590 predictions, 42 percent of the performance-based values predicted a lower 

liquefaction hazard compared to the conventional method, while 26% percent predicted a lower 

hazard for the conventional method. The remainder of the values computed an equivalent hazard 

with both methods. For the Boulanger and Idriss methods, the performance-based method 

predicted a lower liquefaction hazard 23% of the time compared to the conventional method which 

predicted a lower liquefaction hazard 18% of the time. The remainder of predictions gave 

equivalent values for the predicted liquefaction hazard regardless of the method used. This paints 

a significantly different picture than the LFS  comparisons, as a much larger percentage of the 

analysis could potentially calculate a reduced liquefaction hazard with use of the performance-

based method.  

 

 

Figure 4-24: Probability of liquefaction values from study (using Ku et al. equation) rT  = 

475. 
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Figure 4-25: Probability of liquefaction values from study (using Boulanger and Idriss 

equation) rT  = 475. 

 

 Even though only a relatively small percentage of cases disagree in the prediction of 

liquefaction when considering LFS , by looking at the LP , which is facilitated by a probabilistic 

framework, the conventional analysis on average will predict a slightly greater liquefaction hazard. 

This means that in many cases the conventional analysis would require a larger amount of ground 

improvement to bring the soil to a satisfactory state to resist liquefaction and related hazards. This 

also signifies the possibility that the use of a performance-based method could provide cost savings 

in a potential design.  

4.3 Settlement Results 

This section presents all results from the study for calculated liquefaction-induced 

settlement estimates. Included is a discussion of the results of the comparative study between the 

fully-probabilistic method and the pseudo- and semi-probabilistic methods.  
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 Example of Results Calculated by CPTLiquefY 

After CPTLiquefY has completed a full-probabilistic analysis, the settlement results can be 

viewed. Under the “Settlement Results” tab, the data for the total ground surface settlement hazard 

curve is shown. This hazard curve represents the expected settlement values, at that site, for return 

periods ranging from the 475 year to the 10,000 year return period. This data is easily copied and 

pasted into Excel for plotting. An example of a full-probabilistic settlement hazard curve is shown 

in Figure 4-26.  

 

 

 Comparison of Full-Probabilistic, Pseudo-Probabilistic, and Semi-Probabilistic 

First, in areas of low seismicity the pseudo-probabilistic methods calculated about 10-50% 

higher settlement values than the PBEE method. This relationship is logical because the pseudo-

probabilistic method does not take into account the low probability of large earthquakes occurring. 

However, with higher return periods, the PBEE method predicted about 5-50% more settlement 

than pseudo-probabilistic procedures. Second, in areas of medium to high seismicity the pseudo-

probabilistic method predicts similar settlement values to the full-probabilistic method for lower 
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Figure 4-26: Example settlement hazard curve. 
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return periods, but about 30-100% less settlement values at higher return periods. The higher the 

return period and the seismicity of a city, the more the pseudo-probabilistic method under-predicts 

settlements. These trends reflect those found in the SPT study. Finally, by comparing the 

liquefaction triggering methods, both methods generally calculate similar settlement values, but 

the Boulanger and Idriss method proves to be more conservative than the Robertson and Wride 

method. 

A comparative study is also performed for the semi-probabilistic settlement approach and 

the PBEE settlement approach. Similar trends observed from the pseudo-probabilistic comparative 

study are observed from the semi-probabilistic approach. However, at the higher return periods, 

the semi-probabilistic approach tends to under-predict settlements marginally more than the 

pseudo-probabilistic approach. Also, across all return periods, the data scatter for the semi-

probabilistic approach is tighter than the pseudo-probabilistic results. This trend indicates a slightly 

higher level of consistency and efficiency as compared to the pseudo-probabilistic approach.  

To see these trends visually, comparison plots were created to compare the pseudo-

probabilistic and semi-probabilistic results to the full-probabilistic results. These plots are 

presented in Figure 4-27 through Figure 4-44. Figure 4-27 through Figure 4-35 represent all cities 

and profiles using the Robertson and Wride (2009) method, with the best fit line shown in blue. 

Figure 4-36 through Figure 4-44 represent all cities and profiles using the Boulanger and Idriss 

(2014) method, with the best fit line shown in red. Also included on each comparison plot is a one-

to-one line, shown in black. If the pseudo-probabilistic or semi-probabilistic methods correlated 

perfectly with the full-probabilistic methods the data would fall directly on the one-to-one line. 

However, a data trend line that falls above the one-to-one line indicates an over-prediction of 

settlement by the pseudo-probabilistic and semi-probabilistic methods and, conversely, when the 

data trend line plots below the one-to-one line pseudo-probabilistic and semi-probabilistic methods 

are under predicting settlement.  
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Figure 4-27: Mean magnitude pseudo-probabilistic versus fully-probabilistic for the 475 

year return period using the Robertson and Wride liquefaction triggering procedure. 

 

Figure 4-28: Mean magnitude pseudo-probabilistic versus fully-probabilistic for the 1039 

year return period using the Robertson and Wride liquefaction triggering procedure. 
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Figure 4-29: Mean magnitude pseudo-probabilistic versus fully-probabilistic for the 2475 

year return period using the Robertson and Wride liquefaction triggering procedure. 

 

Figure 4-30: Modal magnitude pseudo-probabilistic versus fully-probabilistic for the 475 

year return period using the Robertson and Wride liquefaction triggering procedure. 
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Figure 4-31: Modal magnitude pseudo-probabilistic versus fully-probabilistic for the 1039 

year return period using the Robertson and Wride liquefaction triggering procedure. 

 

Figure 4-32: Modal magnitude pseudo-probabilistic versus fully-probabilistic for the 2475 

year return period using the Robertson and Wride liquefaction triggering procedure. 
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Figure 4-33: Semi-probabilistic versus fully-probabilistic for the 475 year return period 

using the Robertson and Wride liquefaction triggering procedure. 

 

Figure 4-34: Semi-probabilistic versus fully-probabilistic for the 1039 year return period 

using the Robertson and Wride liquefaction triggering procedure. 
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Figure 4-35: Semi-probabilistic versus fully-probabilistic for the 2475 year return period 

using the Robertson and Wride liquefaction triggering procedure. 

 

Figure 4-36: Mean magnitude pseudo-probabilistic versus fully-probabilistic for the 475 

year return period using the Boulanger and Idriss liquefaction triggering procedure. 
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Figure 4-37: Mean magnitude pseudo-probabilistic versus fully-probabilistic for the 1039 

year return period using the Boulanger and Idriss liquefaction triggering procedure. 

 

Figure 4-38: Mean magnitude pseudo-probabilistic versus fully-probabilistic for the 2475 

year return period using the Boulanger and Idriss liquefaction triggering procedure. 
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Figure 4-39: Modal magnitude pseudo-probabilistic versus fully-probabilistic for the 475 

year return period using the Boulanger and Idriss liquefaction triggering procedure. 

 

Figure 4-40: Modal magnitude pseudo-probabilistic versus fully-probabilistic for the 1039 

year return period using the Boulanger and Idriss liquefaction triggering procedure. 
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Figure 4-41: Modal magnitude pseudo-probabilistic versus fully-probabilistic for the 2475 

year return period using the Boulanger and Idriss liquefaction triggering procedure. 

 

Figure 4-42: Semi-probabilistic versus fully-probabilistic for the 475 year return period 

using the Boulanger and Idriss liquefaction triggering procedure. 
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Figure 4-43: Semi-probabilistic versus fully-probabilistic for the 1039 year return period 

using the Boulanger and Idriss liquefaction triggering procedure. 

 

Figure 4-44: Semi-probabilistic versus fully-probabilistic for the 2475 year return period 

using the Boulanger and Idriss liquefaction triggering procedure. 
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The data trend lines tend to correlate with the one-to-one line fairly well up to a certain 

level of settlement for each return period when comparing the full-probabilistic approach to the 

pseudo-probabilistic (mean magnitude) approach. The Robertson and Wride data, from the two 

settlement approaches, tend to match up well until about 20cm, 15cm, and 10cm of settlement for 

the 475 year, 1039 year, and 2475 year return periods, respectively. While the Boulanger and Idriss 

data, from the two settlement approaches, tend to line up fairly well until about 10cm, 5cm, and 

3cm for the 475 year, 1039 year, and 2475 year return periods, respectively. The modal magnitude 

pseudo-probabilistic approach follows similar trends, but digress from the one-to-one line at lower 

values. The Robertson and Wride modal magnitude pseudo-probabilistic data lines up with the 

PBEE data fairly well until about 13cm, 10cm, and 6cm for the 475 year, 1039 year, and 2475 year 

return periods, respectively. While the Boulanger and Idriss data averages line up fairly well until 

about 8cm, 6cm, and 5cm for the 475 year, 1039 year, and 2475 year return periods, respectively. 

To further examine the source of the trends mentioned above, the settlement values 

computed from pseudo and semi-probabilistic methods, for the 1039 year and 2475 year return 

periods, were entered into the probabilistic hazard curve to back-calculate the actual return period 

associated with that settlement value. The results of this process are summarized as box and 

whisker plots in Figure 4-45 and Figure 4-46. 
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The box and whisker plots shown in Figure 4-45 and Figure 4-46 illustrate the median, first 

and third quartiles, maximum and minimum values, and the average (marked by an “x”) values of 

the return periods. As noted previously, these values represent actual return periods because they 

Figure 4-57: Box and whisker plots of actual return periods versus 

assumed 1039 year return period in the settlement analysis. 

Figure 4-76: Box and whisker plots of actual return periods versus 

assumed 2475 year return period in the settlement analysis. 
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are generated from the full-probabilistic settlement hazard curve. The assumed return period is 

presented as a red dashed line for reference.  

The results for the 1039 return period box plots (Figure 4-45) seem to match the results 

from Figure 4-27 through Figure 4-44 fairly well. The one-to-one plots and the box and whisker 

plots both indicated a fairly good match between approaches for the 1039 return period. The results 

from the 2475 return period (Figure 4-46) also line up with the results from the one-to-one plots, 

by indicating an under-prediction of post-liquefaction settlements from conventional standards. 

The data suggest that, on average the deterministic analyses underestimate the seismic hazard by 

50% when considering a larger seismic event.  

To examine these trends even further, a heat map was generated (Figure 4-47). Each 

number in the map represents the number of CPT soundings, out of the total 20, in which the 

pseudo-probabilistic approach predicted less settlement than the full-probabilistic approach. These 

values are presented for both triggering procedures, each return period, and both magnitudes (mean 

and modal) at each city. The cities are ordered from the lowest seismicity to the highest from top 

down. 

 

The heat map reinforces the trends observed above. The heat map illustrates that the 

Boulanger and Idriss triggering procedure is under predicting settlement at a higher percentage 

than the Robertson and Wride method. This trend can also demonstrate how the Boulanger and 

Idriss method produces larger PBEE settlement values than the Robertson and Wride method. The 

Figure 4-77: A heat map representing the number of CPT soundings, out of 20 soundings, 

in which the pseudo-probabilistic method under predicted settlement compared to the full-

probabilistic procedure. 
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heat map reinforces the trend indicating that the under prediction of settlement increases with an 

increasing level of site seismicity and return period. The Robertson and Wride procedure shows 

about 50% of the CPT soundings under predicting settlement at the 2475 year return period. While 

the Boulanger and Idriss procedure shows under predicted settlements for almost 90% of the CPT 

soundings at the 2475 return period. 

 The heat map points out 3 outliers at Butte, MT for the modal magnitude pseudo-

probabilistic values where all 20 profiles under predicted settlement for all three return periods. 

This discrepancy is likely due to a large difference in the MSF due to a significant difference in 

the mean and modal magnitudes at Butte, MT (Table 4-2). This discrepancy does not manifest in 

the Boulanger and Idriss procedure because of the differing MSF calculation methods. The 

Boulanger and Idriss procedure does not depend solely on the magnitude to calculate the MSF like 

the Robertson and Wride method.  

At the 475-year return period the pseudo-probabilistic method generally over-predicted or 

the methods predicted similar settlement values. This trend is logical because the pseudo-

probabilistic procedure uses a deterministic method of predicting settlements. Deterministic 

methods are considered to be a conservative approach because they typically consider the 

controlling scenario earthquake.  

However, this idea is concerning after reviewing the results from the higher return periods. 

The data suggests, as the return period increased, the pseudo-probabilistic analyses under-

predicted the level of liquefaction-induced settlement hazard by up to 90%. This trend is likely 

caused by the fact that the pseudo-probabilistic and semi-probabilistic methods compute post-

liquefaction volumetric strains deterministically. Deterministic strain calculations ignore the 

inherent uncertainty associated with calculating strain values. The full-probabilistic procedure, 

however, accounts for this uncertainty, resulting in higher settlement estimations.  

Results from the semi-probabilistic approach had less scatter but underestimated 

settlements at about the same percentage as the pseudo-probabilistic approach. The trends depicted 

in the semi-probabilistic results are very similar to the trends from the pseudo-probabilistic results. 

These similarities in the two methods’ results suggest the uncertainty in the liquefaction triggering 

is less significant than the uncertainty in the strain calculations. These results also prove the semi-

probabilistic method is not an improvement to the current pseudo-probabilistic methods. 

Significant calculations are required to perform the calculations necessary for the semi-



   97 

 

probabilistic approach and, therefore, may not be worth it for engineers to use this approach as a 

replacement to the pseudo-probabilistic approach. Engineers should either continue using the 

easier and equally accurate pseudo-probabilistic approach, or go all the way to the full-

probabilistic approach for more accuracy. 

By comparing the results, a comparison can be made between the Robertson and Wride 

and Boulanger and Idriss triggering methods. The two methods consistently predicted similar full-

probabilistic settlements for the varying CPT soundings and cities. However, the Boulanger and 

Idriss procedure consistently produced larger settlement values. This trend indicates the Boulanger 

and Idriss method is a more conservative option than the Robertson and Wride method.  

Pseudo-probabilistic methods are widely accepted in industry because they are considered 

to be a simple way to incorporate probabilistic ground motions into the liquefaction analysis. If, in 

fact, these methods are under-predicting liquefaction-induced settlements, then relying on pseudo-

probabilistic methods for design presents a dangerous risk. This data suggests that pseudo-

probabilistic design methods are a conservative option for areas of lower seismicity and lower 

return periods. However, according to this data, fully-probabilistic methods should be used for 

regions of higher seismicity and when designing for medium to large seismic events.  

4.4 Lateral Spread Results 

Presented in this section is the discussion of results of the lateral spread analysis. The 

general trends remain consistent with those found in the settlement results. However, as a different 

model is used in calculating lateral spread displacements there are some differences from the trends 

found in the settlement results. These differences will be emphasized in this section. As mentioned 

in the methodology section, two lateral spread geometries were analyzed. The first geometry was 

that of a gently sloping ground with a ground slope of 3% (referred to as lateral spread geometry 

1). The second geometry was a level ground with a free face, with the height of the free face, H, 

set to 6m, and the length to the toe, L, set to 50m (referred to as lateral spread geometry 2). 

 Example of Results Calculated by CPTLiquefY 

After CPTLiquefY has completed a full-probabilistic analysis, the lateral spread results can 

also be viewed under the “Lateral Spread Results” tab. Similar to the settlement results, the data 
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for a hazard curve is then displayed, showing estimated lateral spread results for return periods of 

475 to 10,000 years. An example hazard curve for lateral spread is shown in Figure 4-48. 

 

 

Figure 4-48 Example of lateral spread hazard curve. 

 

 Comparison of Full-Probabilistic, Pseudo-Probabilistic, and Semi-Probabilistic 

Just as in the settlement analysis, the pseudo-probabilistic and full-probabilistic results 

were compared and trends were identified. The general trends were similar to those found in the 

settlement results. In areas of higher seismicity, the pseudo-probabilistic method calculated lower 

lateral spread displacements than the full-probabilistic method, especially at higher return periods. 

In areas of lower seismicity, both the pseudo-probabilistic and full-probabilistic calculated similar 

values at higher return periods, but the full-probabilistic method resulted in lower values at lower 

return periods. In general, the higher the seismicity of a site and the higher the return period, the 

more the pseudo-probabilistic method under-predicted the lateral spread, for both mean and modal 

magnitude calculations. 

The two liquefaction triggering methods followed consistent trends to those seen in the 

settlement results. Lateral spread displacements calculated using the Boulanger and Idriss 
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procedure consistently showed more conservative values (for any method) than the Robertson and 

Wride procedure.  

When comparing the semi-probabilistic and full-probabilistic results for lateral spread, the 

same trends found in the settlement results remain true. That is, the semi-probabilistic results show 

similar trends found in the pseudo-probabilistic comparison, but tend to show slightly lower values 

of lateral spread than the pseudo-probabilistic results. Also, there is much less scatter in this data, 

indicating more consistent results in the semi-probabilistic method. However, when compared to 

the full-probabilistic method, the semi-probabilistic approach has similar levels of accuracy as the 

pseudo-probabilistic approach. Therefore, the semi-probabilistic approach is not an improvement 

to the pseudo-probabilistic approach. 

Comparison plots for lateral spread are shown in Figure 4-49 through Figure 4-66, showing 

the relationship between full-probabilistic results and the pseudo-probabilistic or semi-

probabilistic results. One thing to note is that the trend line for the Robertson and Wride values in 

the pseudo-probabilistic comparisons lies slightly above the one-to-one line for the 475-year return 

period. This indicates that at low return periods, the full-probabilistic method under-predicts lateral 

spread displacements. While this is different than what was found in the settlement results, it is 

still consistent with the general trends seen. The “Robertson Data” trend line in this instance for 

settlement is below the one-to-one line due to a single value (soil profile 1 at San Jose). If this 

value were removed, the trend line for settlement would look identical to the trend line for lateral 

spread. That point was not as far from the general trend for lateral spread, and therefore did not 

have as big of an effect. 

The comparison plots in Figure 4-49 through Figure 4-66 are only for lateral spread 

geometry 1. Lateral spread geometry 2 showed the exact same trends, only the values were scaled 

down. The comparison plots for lateral spread geometry 2 can be found in the Appendix. 
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Figure 4-49: Mean magnitude pseudo-probabilistic versus fully-probabilistic for the 475 

year return period using the Robertson and Wride liquefaction triggering procedure. 

 

Figure 4-50: Mean magnitude pseudo-probabilistic versus fully-probabilistic for the 1039 

year return period using the Robertson and Wride liquefaction triggering procedure. 
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Figure 4-51: Mean magnitude pseudo-probabilistic versus fully-probabilistic for the 2475 

year return period using the Robertson and Wride liquefaction triggering procedure. 

 

Figure 4-52: Modal magnitude pseudo-probabilistic versus fully-probabilistic for the 475 

year return period using the Robertson and Wride liquefaction triggering procedure. 
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Figure 4-53: Modal magnitude pseudo-probabilistic versus fully-probabilistic for the 1039 

year return period using the Robertson and Wride liquefaction triggering procedure. 

 

Figure 4-54: Modal magnitude pseudo-probabilistic versus fully-probabilistic for the 2475 

year return period using the Robertson and Wride liquefaction triggering procedure. 
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Figure 4-55: Semi-probabilistic versus fully-probabilistic for the 475 year return period 

using the Robertson and Wride liquefaction triggering procedure. 

 

Figure 4-56: Semi-probabilistic versus fully-probabilistic for the 1039 year return period 

using the Robertson and Wride liquefaction triggering procedure. 
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Figure 4-57: Semi-probabilistic versus fully-probabilistic for the 2475 year return period 

using the Robertson and Wride liquefaction triggering procedure. 

 

Figure 4-58: Mean magnitude pseudo-probabilistic versus fully-probabilistic for the 475 

year return period using the Boulanger and Idriss liquefaction triggering procedure. 
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Figure 4-59: Mean magnitude pseudo-probabilistic versus fully-probabilistic for the 1039 

year return period using the Boulanger and Idriss liquefaction triggering procedure. 

 

Figure 4-60: Mean magnitude pseudo-probabilistic versus fully-probabilistic for the 2475 

year return period using the Boulanger and Idriss liquefaction triggering procedure. 
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Figure 4-61: Modal magnitude pseudo-probabilistic versus fully-probabilistic for the 475 

year return period using the Boulanger and Idriss liquefaction triggering procedure. 

 

Figure 4-62: Modal magnitude pseudo-probabilistic versus fully-probabilistic for the 1039 

year return period using the Boulanger and Idriss liquefaction triggering procedure. 
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Figure 4-63: Modal magnitude pseudo-probabilistic versus fully-probabilistic for the 2475 

year return period using the Boulanger and Idriss liquefaction triggering procedure. 

 

Figure 4-64: Semi-probabilistic versus fully-probabilistic for the 475 year return period 

using the Boulanger and Idriss liquefaction triggering procedure. 
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Figure 4-65: Semi-probabilistic versus fully-probabilistic for the 1039 year return period 

using the Boulanger and Idriss liquefaction triggering procedure. 

 

Figure 4-66: Semi-probabilistic versus fully-probabilistic for the 2475 year return period 

using the Boulanger and Idriss liquefaction triggering procedure. 
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Figure 4-49 through Figure 4-66 clearly show the difference in the results when using a 

full-probabilistic analysis of lateral spread. The results seen in the lateral spread analysis are very 

similar to those seen in the settlement analysis previously discussed, however while the plots of 

the results may look similar there are some key differences to note. In general there is more scatter 

in the data when compared to the results from the settlement analysis. Because of this scatter there 

seems to be very few times when the data follows the one-to-one line and matches the conventional 

approach to the full-probabilistic approach. For all return periods and each different conventional 

approach, it is seen that the Boulanger and Idriss data plots below the Robertson and Wride data. 

This indicates that the Boulanger and Idriss method produces more values that fall below the one-

to-one line, or in other words are being under-predicted by the conventional approach. 

When looking at the comparison between the pseudo-probabilistic and full-probabilistic 

approaches it can be seen that the trend for both methods begins above the one-to-one line, and at 

times does not even cross below it. The Robertson and Wride approach crosses below the one-to-

one line at 200cm, and 100cm for the 1039 year, and 2475 year return periods, respectively (for 

the 475 year return period it stays consistently above the one-to-one line). The Boulanger and 

Idriss approach crosses below the one-to-one line at 400cm, 800cm, and 500cm for the 475 year, 

1039 year, and 2475 year return periods, respectively. These trends were consistent between mean 

and modal magnitude pseudo-probabilistic analyses. The semi-probabilistic analysis provided very 

similar results, with trends beginning above the one-to-one line and eventually going below it.  

As with the analysis of settlement, to further examine the trends and results from the lateral 

spread analysis, the values for the 1039 year and 2475 year return periods were entered into the 

probabilistic hazard curve to back-calculate the actual return period associated with that lateral 

spread displacement. The results of this process are summarized as box and whisker plots in Figure 

4-67 and Figure 4-68.  
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Figure 4-67: Box and whisker plots of actual return periods versus  

assumed 1039 year return period in the lateral spread analysis. 

 

 

Figure 4-68: Box and whisker plots of actual return periods versus  

assumed 2475 year return period in the lateral spread analysis. 
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The box and whisker plots shown in Figure 4-67 and Figure 4-68 illustrate the median, first 

and third quartiles, maximum and minimum values, and the average (marked by an “x”) values of 

the return periods. As noted previously, these values represent actual return periods because they 

are generated from the full-probabilistic settlement hazard curve. The assumed return period is 

presented as a red dashed line for reference.  

In Figure 4-67, while there is still significant scatter, it can be seen that the median actual 

return periods are fairly close to the assumed return period of 1039 years. While there is significant 

scatter in the box plots, the median value of calculated return period falls right along with the 

assumed return period of 1039 years. This is true for all three different analysis methods. For the 

2475 year return period shown in Figure 4-68 it can be seen that the median assumed return period 

is closer to 1200 years, indicating that there is significant under-predication of lateral spread 

displacements when using the conventional analysis methods. These results are fairly consistent 

with what was found in the one-to-one plots, showing that as the return period increases the amount 

of under-prediction of lateral spread displacements using conventional methods also increases. 

Further examination of the trends in the lateral spread analysis can be done by generating 

a heat map as was created in Figure 4-47 for the settlement analysis. This heat map was created, 

but not included in this report as the trends observed were identical to that created for settlement. 

For an explanation of these trends please refer to Section 4.3.2. 

 In general, it was found that the pseudo-probabilistic approach of predicting lateral spread 

displacements typically over-predicted compared to the full-probabilistic approach for lower 

return periods (475 years) and lower seismic areas. Conversely, the pseudo-probabilistic approach 

typically under-predicted compared to the full-probabilistic approach for higher return periods 

(2475 years) and higher seismic areas. The trends show that Robertson and Wride procedure 

consistently had lower displacements than the Boulanger and Idriss procedure when looking at the 

full-probabilistic approach. This indicates that while the Robertson and Wride procedure may be 

a closer fit to more conventional methods, the Boulanger and Idriss procedure is a more 

conservative full-probabilistic approach when comparing the two together. The semi-probabilistic 

approach showed these similar trends as mentioned for the pseudo-probabilistic approach, with 

less scatter in the data, and is not a significant improvement on the pseudo-probabilistic method. 

 Based on these results it can be seen that while the pseudo-probabilistic method may be 

accepted in industry, it has its shortcomings when compared to the full-probabilistic approach. For 
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areas of lower seismicity and lower return periods, the pseudo-probabilistic approach may be 

adequate. But for areas of higher seismicity and higher return periods the use of the pseudo-

probabilistic approach poses a risk as the lateral spread displacements could possibly be under-

predicted. In these cases it is recommended that the full-probabilistic method be used. 
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5.0 SENSITIVITY ANALYSIS 

In addition to the comparative study, a sensitivity analysis was performed to test the effect 

of correction factors on the full-probabilistic procedure for settlement and lateral spread. This 

analysis was performed for the thin layer correction and depth weighting factor correction. These 

results can show the impact and importance these factors can have on the newly developed full-

probabilistic procedure.  

5.1 Thin Layer Correction and Depth Weighting Factor 

When dealing with all levels of probability, some unrealistic or impossible strain values can 

be computed. Various correction methods have been developed to address and correct unrealistic 

strain values.  

 Depth Weighting Factor Correction 

The likelihood of a soil to liquefy decreases with depth (Iwasaki et al., 1982). A depth 

weighting factor (DF) was developed to account for this phenomenon. This depth factor aids in 

producing a better fit between models and case studies and is based on the following: (1) the 

triggering of void ratio redistribution, resulting in unfavorably higher void ratios for shallower 

layers from upward seepage; (2) reduced induced shear stresses and number of shear stress cycles 

transmitted to deeper soil layers due to initial liquefaction of surficial layers; and (3) possible 

arching effects due to nonliquefied soil layers (Cetin et al., 2009). For these reasons, it is assumed 

that the contribution of layers to ground surface settlement and lateral spread diminishes with 

depth. After statistical assessments by Cetin et al. (2009), 18m is the critical depth at which the 

soil layers past this point will not affect the ground surface settlement. This depth factor can be 

computed as 

 

 

where 𝑑𝑖 is the depth of the specific soil layer.  

𝐷𝐹𝑖 = 1 −
𝑑𝑖
18𝑚

 (58) 
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 For settlement and lateral spread displacement of gently sloping ground, DF is then 

multiplied by the individual strain at each layer. This scales down the strain, resulting in more 

realistic settlement and lateral spread values. However, for lateral spread of a level ground with 

free face, a depth factor is not calculated. If the depth of the layer is greater than 2 times the height 

of the free face, the strain from that layer is considered to not contribute to the lateral spread 

(personal communication from T.L. Youd, June 2017). 

 Thin Layer Correction 

When a thin sand layer is embedded within a soft clay, the cone from the CPT will read 

the sand layer’s cone tip resistance as much lower than the actual stiffness of the thin layer because 

it has started to pick up the soft clay layer’s resistance early (Ahmadi & Robertson, 2005). This 

discrepancy results in an over-prediction of post-liquefaction settlements and lateral spread 

displacements because the cone is reading the soil as softer than its actual stiffness. A correction 

factor is suggested to correct the cone tip resistance in the thin sand layers. As shown in Figure 

5-1, as the cone enters deposit A (thin sand layer), the soil resistance is significantly reduced before 

the cone reaches deposit B (soft clay layer). This phenomena occurs because the cone is picking 

up the softness of deposit B before it reaches deposit B. The higher the stiffness and thinner the 

layer of sand interbedded within soft clay, the larger the thin layer correction factor will be.  

 

Figure 5-1: Tip resistance analysis for thin sand layer (deposit A) interbedded within soft 

clay layer (deposit B). (Ahmadi & Robertson, 2005). 
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Once a layer has been identified as needing the thin layer correction, the tip resistance can 

be adjusted with a correction factor. A layer is identified as a thin layer if there is a steep change 

in the soil behavior index (Ic), usually a change of 0.01 or greater, for multiple soil sublayer 

increments, usually 4 (Robertson, 2011). Once identified, these layer’s tip resistance can be 

corrected using 

 

 

where 𝑞𝑐
∗ is the corrected cone tip resistance and 𝐾𝐻 is the correction factor (Youd, 2001). This 

factor can be calculated by 

 

 

where 𝑑𝑐 is the diameter of the cone, and 𝐻 is the layer thickness.  

5.2 Sensitivity Analysis of Settlement 

Four separate full-probabilistic settlement calculations were performed, for each city and 

CPT profile used previously, to test the sensitivity of the full-probabilistic procedure to different 

correction factors. These four calculations included a baseline (i.e., no corrections applied), a run 

with the depth weighting factor, a run with the thin layer correction, and a run with both the thin 

layer and depth factor correction applied. All 20 soil profiles, at all of the cities, and for all three 

return periods were run for each of these options. The data was combined and is presented in box 

and whisker plots below (Figure 5-2 through Figure 5-4). 

To create these box and whisker plots, a ratio (R) was created, which represents the ratio 

of each of the separate options’ calculated settlement values to the baseline corrected settlement 

values. This means that if R is equal to 1, the specific correction factor had no impact on the 

𝑞𝑐
∗ = 𝐾𝐻𝑞𝑐  (59) 

𝐾𝐻 = 0.25 [
(
𝐻
𝑑𝑐
)

17
− 1.77]

2

+ 1.0 (60) 
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settlement calculation. Therefore, the further away R is from 1, the more sensitive the probabilistic 

procedure is to that particular option. 

The box and whisker plots show the impact each correction factor has on the full-

probabilistic procedure. The box and whisker plots prove the importance and impact of correction 

factors. Based on the plots, it is apparent the full-probabilistic procedure is more sensitive to the 

depth weighting factor than the thin layer correction factor. However, the depth factor correction 

experienced a larger spread than the thin layer correction. It is logical that the thin layer correction 

had a smaller impact on the calculated settlement values. For the thin layer correction to even be 

applied the soil profile needed to contain thin sand layers interbedded within soft clay layers. A 

few of the 20 profiles did not have this criteria and therefore did not experience any thin layer 

correction. However, because the depth weighting factor is independent of soil type, the depth 

weighting factor was always applied.  

The data suggests that return period does not affect the sensitivity significantly. Across all 

three return periods, the median value and general trends are about the same. This is logical 

because the degree of sensitivity is dependent on soil type for thin layer correction, and the depth 

factor correction will be constant because it is only dependent on depth, which was kept constant 

for each settlement calculation. However, as the return period increased, the scatter decreased.  

 

Figure 5-2: Box and whisker plots for R (settlement) at a return period of 475 years. 
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Figure 5-3: Box and whisker plots for R (settlement) at a return period of 1039 years. 

 

 

Figure 5-4: Box and whisker plots for R (settlement) at a return period of 2475 years. 
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5.3 Sensitivity Analysis of Lateral Spread 

As in the sensitivity analysis of settlement, the sensitivity analysis of lateral spread was 

performed comparing the results of the baseline probabilistic method (i.e. no corrections applied), 

depth weighting factor, thin layer correction, and both thin layer and depth factor correction. This 

was also done for all 20 CPT profiles, 10 cities and 3 return periods. Box and whisker plots were 

created to illustrate this comparison. The box and whisker plots for lateral spread geometry 1 are 

displayed in Figure 5-5 through Figure 5-7. R is the ratio of the indicated correction option of 

lateral spread to the baseline lateral spread.  

 

 

Figure 5-5: Box and whisker plots for R (lateral spread geometry 1) at a return period of 

475 years. 
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Figure 5-6: Box and whisker plots for R (lateral spread geometry 1) at a return period of 

1039 years. 

 

 

Figure 5-7: Box and whisker plots for R (lateral spread geometry 1) at a return period of 

2475 years. 
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From the box and whisker plots in Figure 5-5 through Figure 5-7, it can be seen that the 

depth factor has more of an impact on the lateral spread displacements than the thin layer 

correction. For both procedures and all three return periods, the median R value for depth factor is 

approximately 0.55, while the median R value for thin layer correction is approximately 0.93 to 

0.95. As the return period increased, the main change seen is that the spread of the R values 

decreases slightly. This is consistent with the results of the settlement sensitivity analysis. 

It was desired that the same analysis be done for lateral spread geometry 2. Since geometry 

2 is for level ground with a free face and not a gently sloping ground the depth correction is 

calculated differently. For level ground with a free face (geometry 2), a depth weighting factor is 

not calculated, simply if the depth of the layer in question is at a depth more than 2 times the height 

of the free face, H, it does not contribute to lateral spread. The height of the free face for geometry 

2 was 6m. The maximum depth of all CPT profiles was 12m. Since none of the CPT profiles had 

layers at a depth beyond 2H, there was no depth factor correction for lateral spread geometry 2. 

Because of this it was decided to do the sensitivity analysis with a third geometry (referred to as 

lateral spread geometry 3). 

Lateral spread geometry 3 has a free face height, H, of 3m, and a distance from the toe, L, 

of 25m. These values were chosen because the value of H needed to be smaller, and also the L/H 

ratio for lateral spread geometry 3 is the same as that of lateral spread geometry 2. With the same 

L/H ratio, the same result of lateral spread displacement is calculated. The only difference was that 

the depth correction calculated as 2H for geometry 3 is not equal to or greater than the depth of 

the CPT profiles. The box and whisker plots for lateral spread geometry 3 are displayed in Figure 

5-8 through Figure 5-10. R is again the ratio of the indicated correction option of lateral spread to 

the baseline lateral spread. 
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Figure 5-8: Box and whisker plots for R (lateral spread geometry 3) at a return period of 

475 years. 

 

 

Figure 5-9: Box and whisker plots for R (lateral spread geometry 3) at a return period of 

1039 years.  
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Figure 5-10: Box and whisker plots for R (lateral spread geometry 3) at a return period of 

2475 years. 

 

Just as with lateral spread geometry 1, in Figure 5-8 through Figure 5-10, it can be seen 

that the depth factor has more of an impact on the lateral spread displacements than the thin layer 

correction. For both procedures and all three return periods, the median R value for depth factor is 

approximately 0.55 to 0.60, while the median R value for thin layer correction is approximately 

0.95. As the return period increased, the main change seen is that the spread of the R values 

decreases slightly. This is consistent with the results of the settlement sensitivity analysis. 
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6.0 CONCLUSIONS 

6.1 Summary 

This report marks the end of year one of this research project. At this point, a new PBEE 

liquefaction hazard analysis procedure has been developed for the CPT. The analysis tool, 

CPTLiquefY, has been created to perform pseudo-probabilistic, deterministic, semi-probabilistic, 

and fully-probabilistic (i.e. PBEE) liquefaction hazard analysis calculations. This report provides 

a review of all work completed throughout Phase 1, addressing Tasks 1 through 4 of the pooled 

fund study TPF-5(338) research contract.  

The new PBEE liquefaction hazard analysis procedure was created by applying current 

design methods to the PBEE framework. Two PBEE liquefaction triggering analysis procedures 

were developed by using the Robertson and Wride (1998, 2009) and Idriss and Boulanger (2014) 

CPT liquefaction triggering models. Liquefaction-induced settlements and lateral spread 

displacement PBEE procedures were developed using the Juang et al. (2013) and Zhang et al. 

(2004) CPT methods, respectively.  

These new PBEE procedures were tested and compared to conventional methods by 

performing liquefaction hazard analyses for 20 CPT profiles at 10 cities of varying levels of 

seismicity. The analysis of liquefaction triggering models appears to show that in general the 

Boulanger and Idriss fully-probabilistic procedure will give more conservative results than the Ku 

et al. fully-probabilistic procedure. The results indicated similar trends between the liquefaction-

induced settlements and lateral spreading. The data suggests for a low return period, the pseudo-

probabilistic settlement and lateral spread values correlated fairly well with full-probabilistic 

values. However, at medium to high return periods, this correlation deteriorated and showed 

pseudo-probabilistic methods under-predicting settlements and lateral spreading significantly.  

In addition to the comparative study, a sensitivity analysis was performed to test the effect 

of correction factors on the full-probabilistic estimation procedure for settlement and lateral spread 

displacement calculations. This analysis was performed for the thin layer correction and depth 

weighting factor correction. The results proved the full-probabilistic procedure is more sensitive 

to the depth weighting factor than the thin layer correction.  
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The second phase of this research uses CPTLiquefY to develop simplified procedures, as 

well as generate probabilistic seismic hazard maps for liquefaction triggering, post-liquefaction 

settlement, and lateral spreading. This work is discussed in the Phase 2 final report volume.  
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APPENDIX A: LATERAL SPREAD COMPARISONS 

The following figures show the comparison of the fully-probabilistic method to the pseudo-

probabilistic method or semi-probabilistic method for lateral spread geometry 2.  

 

 

Figure A-1: Mean magnitude pseudo-probabilistic versus fully-probabilistic for the 475 

year return period using the Robertson and Wride liquefaction triggering procedure. 
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Figure A-2: Mean magnitude pseudo-probabilistic versus fully-probabilistic for the 1039 

year return period using the Robertson and Wride liquefaction triggering procedure. 

 

Figure A-3: Mean magnitude pseudo-probabilistic versus fully-probabilistic for the 2475 

year return period using the Robertson and Wride liquefaction triggering procedure. 
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Figure A-4: Modal magnitude pseudo-probabilistic versus fully-probabilistic for the 475 

year return period using the Robertson and Wride liquefaction triggering procedure. 

 

Figure A-5: Modal magnitude pseudo-probabilistic versus fully-probabilistic for the 1039 

year return period using the Robertson and Wride liquefaction triggering procedure. 
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Figure A-6: Modal magnitude pseudo-probabilistic versus fully-probabilistic for the 2475 

year return period using the Robertson and Wride liquefaction triggering procedure. 

 

Figure A-7: Semi-probabilistic versus fully-probabilistic for the 475 year return period 

using the Robertson and Wride liquefaction triggering procedure. 
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Figure A-8: Semi-probabilistic versus fully-probabilistic for the 1039 year return period 

using the Robertson and Wride liquefaction triggering procedure. 

 

Figure A-9: Semi-probabilistic versus fully-probabilistic for the 2475 year return period 

using the Robertson and Wride liquefaction triggering procedure. 
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Figure A-10: Mean magnitude pseudo-probabilistic versus fully-probabilistic for the 475 

year return period using the Boulanger and Idriss liquefaction triggering procedure. 

 

Figure A-11: Mean magnitude pseudo-probabilistic versus fully-probabilistic for the 1039 

year return period using the Boulanger and Idriss liquefaction triggering procedure. 
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Figure A-12: Mean magnitude pseudo-probabilistic versus fully-probabilistic for the 2475 

year return period using the Boulanger and Idriss liquefaction triggering procedure.  

 

 

Figure A-13: Modal magnitude pseudo-probabilistic versus fully-probabilistic for the 475 

year return period using the Boulanger and Idriss liquefaction triggering procedure. 
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Figure A-14: Modal magnitude pseudo-probabilistic versus fully-probabilistic for the 1039 

year return period using the Boulanger and Idriss liquefaction triggering procedure. 

 

Figure A-15: Modal magnitude pseudo-probabilistic versus fully-probabilistic for the 2475 

year return period using the Boulanger and Idriss liquefaction triggering procedure. 
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Figure A-16: Semi-probabilistic versus fully-probabilistic for the 475 year return period 

using the Boulanger and Idriss liquefaction triggering procedure. 

 

Figure A-17: Semi-probabilistic versus fully-probabilistic for the 1039 year return period 

using the Boulanger and Idriss liquefaction triggering procedure. 
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Figure A-18: Semi-probabilistic versus fully-probabilistic for the 2475 year return period 

using the Boulanger and Idriss liquefaction triggering procedure. 
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